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“Zwischen all den Sternen schaut ein Satellit auf mich,
ich kann ihn zwar nicht sehn, doch sieht er alles, glaube ich.”

(“Between all those stars, a satellite looks down on me,
I cannot see it, but it sees everything, I guess.”)

from “Satellitenbild (satellite image)”,
The Wohlstandskinder, German rock band (1995–2005)

Artist view on Karlsruhe and the Upper Rhine Graben, assembled by C. Fuhrmann, image source: Google Earth, ESA
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Abstract

Detailed information on the present-day intraplate deformation of the Upper Rhine Graben
(URG) is of interest for both researchers and decision makers. The URG is part of the Eu-
ropean Cenozoic Rift System and carrying a significant probability for strong earthquakes.
Furthermore, anthropogenic activities such as mining, groundwater usage and geothermal
energy production may affect the deformation of the complex fault system. Within this work,
surface displacements in the URG area bounded by the Rhenish Massif in the north and the
Alps in the south are detected with geodetic measurement techniques. The three consid-
ered techniques use (i) terrestrial measurements from precise levelling, (ii) satellite signals
received at ground-based GNSS1 antennas and (iii) spaceborne radar data acquired by SAR2

satellites.

Levelling data measured in several campaigns between 1867 and 2012 provides detailed in-
sight into the vertical displacements of the investigation area. A least-squares adjustment
of a large database of levelling measurements from Germany, France and Switzerland yields
vertical displacement rates at 14,098 levelling benchmarks with a mean standard deviation
(1σ) of 0.18 mm/a. GNSS signals observed by a network of permanently operating sites are
analysed to estimate 3D coordinates. Horizontal and vertical displacement rates are derived
from the coordinate time series between 2002 and 2011 at 85 GNSS sites in the URG area.
Resulting standard deviations (2σ) of horizontal and vertical site velocities are 0.4 mm/a and
1.3 mm/a, respectively. SAR data acquired by the ERS3 and Envisat4 missions provide surface
displacements along the slant line of sight towards the satellites in two time intervals, 1992–
2000 and 2002–2010, respectively. A combination of displacement time series of both time
intervals results in mean standard deviations (2σ) of displacement rates of 0.6 mm/a. The
SAR data available at one descending and two ascending tracks covering the whole URG area
are analysed, resulting in slant displacement components with different looking directions.

The results of the single-technique analyses provide useful information on the current defor-
mation behaviour of the investigation area. The levelling results reveal uplift tendencies in the
Black Forest and in parts of the Vosges Mountains and the Palatinate Forest w.r.t. subsidence
in most parts of the URG. Horizontal velocities at GNSS sites evidence a relative southward
motion of the Rhenish massif w.r.t. a northward motion of the Alps resulting in sinistral shear-
ing at the URG. InSAR5 is most suitable to investigate the temporal and spatial behaviour of
surface displacements related to anthropogenic activities in the URG area. In order to exploit
the advantages of the three techniques w.r.t. accuracy, sensitivity to different displacement
components and spatial as well as temporal resolution, a new approach for the fusion of dis-
placements from levelling, GNSS and InSAR is presented. The resulting map of 3D surface
displacement rates resolves the neotectonic movements in the URG area with unprecedented
spatial resolution and accuracy. With mean standard deviations of 0.4 and 0.2 mm/a for the
horizontal and vertical velocities, respectively, the combined velocity solution is particularly
able to resolve the relative movements of the graben interior. The 3D velocity field contributes
to an improved understanding of intraplate deformation processes and strain accumulation

1 GNSS: Global Navigation Satellite Systems such as the Global Positioning System (GPS)
2 SAR: Synthetic Aperture Radar
3 ERS: European Remote Sensing Satellites
4 Envisat: Environmental Satellite
5 InSAR: Interferometric SAR
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in the URG. In addition, the temporal and spatial behaviour of surface displacements related
to anthropogenic activities is resolved at several places, providing a fundamental basis for
interpretation and discussion, for researchers as well as for decision makers.
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Zusammenfassung

Detaillierte Informationen zum heutigen Deformationszustand des Oberrheingrabens (ORG)
und seiner Umgebung sind von großem Interesse für Wissenschaftler und Entscheidungsträ-
ger. Der ORG ist der prominenteste Teil eines mitteleuropäischen Riftsystems, das Europa
vom Mittelmeer bis zur Nordsee durchquert. Die tektonisch interessante Grabenstruktur ist
in den letzten Jahrzehnten von moderater seismischer Aktivität geprägt. Allerdings gibt es
eine signifikante Wahrscheinlichkeit für starke Erdbeben bis zur Magnitude MW = 7. Außer-
dem kommt es durch die intensive Nutzung des Untergrunds im Oberrheingrabengebiet in
den letzten Jahrzehnten verstärkt zu größeren, anthropogenen Deformationen, die im Zusam-
menhang mit Erdölförderung, Bergbau, Grundwasserentnahme oder Geothermie stehen. In
der vorliegenden Arbeit werden Oberflächenbewegungen im Gebiet des ORG zwischen dem
Rheinischen Schiefergebirge im Norden und den Alpen im Süden aus drei geodätischen Ver-
fahren abgeleitet. Die drei Verfahren verwenden (1) terrestrische Messungen mittels Präzi-
sionsnivellement, (2) Satellitensignale, die an GNSS1-Antennen auf der Erde empfangen wer-
den und (3) satellitengestützte Radardaten, die von SAR2-Satelliten aufgezeichnet werden.

Die Nivellementdaten im Bereich der trinationalen Oberrheingrabenregion wurden von den
zuständigen Landesvermessungsbehörden aus Deutschland, Frankreich und der Schweiz in
mehreren Kampagnen gemessen. Als Datenbasis stehen Nivellementmessungen aus den
Jahren 1867 bis 2012 zur Verfügung. Aus Messdaten an mehrfach beobachteten Nivelle-
mentpunkten können vertikale Verschiebungen der Erdoberfläche berechnet werden. Dazu
werden die gemessenen Höhenunterschiede an den Nivellementpunkten mit einem kinema-
tischen Modell nach der Methode der kleinsten Quadrate ausgeglichen. Aus mehr als 40.000
Beobachtungen können vertikale Verschiebungsraten an mehr als 14.000 Nivellementpunkten
im gesamten Oberrheingrabengebiet abgeleitet werden. Mit einer mittleren Standardabwei-
chung von unter 0,2 mm/a (1σ) lassen sich aus den Verschiebungsraten Rückschlüsse über
die rezente Geodynamik des ORG ziehen. Die Nivellementsergebnisse zeigen unter anderem
eine relative Absenkung des Grabeninneren bezüglich der Grabenschultern (Schwarzwald,
Teile der Vogesen und des Pfälzer Walds) von 0,5–0,8 mm/a. Zusätzlich zu mittleren, linearen
Verschiebungsraten kann das zeitliche Bewegungsverhalten entlang einzelner Nivellementlin-
ien untersucht werden, beispielsweise an den Hauptrandverwerfungen des Grabens oder in
Gebieten mit anthropogenen Aktivitäten.

Aus GNSS-Daten können 3D-Koordinaten mit einer Genauigkeit von wenigen mm bis cm
abgeleitet werden. Im Gebiet des ORG kann auf ein Netz aus permanenten GNSS-Stationen
zurückgegriffen werden, die von unterschiedlichen öffentlichen oder privaten Institutionen
aus Deutschland, Frankreich und der Schweiz betrieben werden. Die Datenbasis umfasst
GNSS-Beobachtungen von mehr als 80 Stationen und startet im Jahr 2002. In einer differen-
ziellen Auswertung der zur Verfügung stehenden Daten werden zunächst tägliche Koordi-
natenlösungen für Ost-, Nord- und Vertikalkomponente berechnet. Die Koordinatenzeitrei-
hen über den kompletten ausgewerteten Zeitraum zwischen 2002 und 2011 liefern schließlich
Verschiebungsraten für jede Komponente. Die 2σ-Standardabweichungen der resultierenden
Raten an 85 permanenten Stationen liegen im Mittel bei 0,4 mm/a für die horizontalen Kom-
ponenten und bei 1,3 mm/a für die vertikale Komponente. An einigen Stationen (10 %) reicht

1 GNSS: Global Navigation Satellite Systems wie z. B. das Global Positioning System (GPS)
2 SAR: Synthetic Aperture Radar
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die Länge der ausgewerteten Zeitreihe derzeit nicht aus, um die kleinen tektonischen Bewe-
gungen des ORG signifikant nachzuweisen. Die horizontalen Geschwindigkeiten an 76 Statio-
nen zeigen jedoch ein plausibles Bewegungsmuster und machen die großräumige tektonische
Deformation des ORG sichtbar. Der ORG ist eingespannt zwischen SSO-gerichteten Bewegun-
gen des Rheinischen Schiefergebirges und NNO-gerichteten Bewegungen im Alpenvorland,
was zu erhöhten Strainraten insbesondere im südlichen Bereich des Grabens führt.

Mittels SAR-Interferometrie (InSAR) lassen sich Oberflächenbewegungen entlang der Sicht-
linie zu einem SAR-Satelliten in der Größenordnung weniger mm nachweisen. Im Bereich
des ORG wurden SAR-Daten der ESA1-Satelliten ERS2 und Envisat3 ausgewertet. Die Daten
decken einen Zeitraum von 1992–2000 beziehungsweise 2002–2010 ab und sind entlang von
ca. 300 km langen und 100 km breiten Streifen in aufsteigenden und absteigenden Satel-
litenbahnen verfügbar. Im Rahmen dieser Arbeit werden Daten aus zwei aufsteigenden
und einer absteigenden Bahn mit der Persistent-Scatterer-Methode ausgewertet. Das Ergeb-
nis der Auswertungen eines SAR-Streifens sind eindimensionale Verschiebungen entlang der
Sichtlinie zum Satelliten an Punkten mit gleichbleibenden Rückstreueigenschaften (Persistent
Scatterer). In den Städten und Dörfern des Untersuchungsgebietes sind die Reflexionseigen-
schaften der nutzbaren Punktstreuer über die ausgewerteten Zeiträume stabil. Hier wird eine
hohe räumliche Auflösung für die Verschiebungen erzielt. Um die Genauigkeit der Ergebnisse
zu steigern, werden die Verschiebungszeitreihen der beiden Datenzeiträume mathematisch
kombiniert. Die mittleren 2σ-Standardabweichungen der resultierenden Verschiebungsraten
liegen bei 0,6 mm/a. Insbesondere in Gebieten mit größeren (anthropogenen) Deformationen
lässt sich die räumliche und zeitliche Entwicklung der Oberflächenbewegungen mit InSAR
nachverfolgen. Für die großräumige Tektonik des ORG ist die erzielbare Genauigkeit nicht
ausreichend, um Bewegungen im sub-mm/a-Bereich signifikant nachzuweisen. Insbesondere
in Datenstapeln, die nur wenige SAR-Szenen enthalten, lassen sich atmosphärische Effekte
dann nicht vollständig vom Deformationssignal trennen. Eine Fusion von InSAR mit Nivelle-
ment und GNSS auf Basis der Verschiebungsraten soll es ermöglichen sowohl die langwelligen
als auch die kurzwelligen Anteile des Deformationssignals aufzulösen.

Die Ergebnisse aus den Einzelauswertungen der drei Techniken liefern bereits ein bemerkens-
wertes Gesamtbild der aktuellen Oberflächenbewegungen im Untersuchungsgebiet. Um die
Vorteile der drei komplementären Messverfahren hinsichtlich ihrer Sensitivität für horizontale
und vertikale Bewegungskomponenten, der räumlichen und zeitlichen Auflösung der Mes-
sungen sowie ihrer Genauigkeit optimal auszunutzen, wird ein neuer Ansatz vorgestellt, der
die Ergebnisse der Techniken gewinnbringend zu einem 3D-Geschwindigkeitsfeld fusioniert.
Dazu werden die resultierenden Verschiebungsraten der drei Techniken zunächst mittels Krig-
ing auf ein gemeinsames Gitter interpoliert. In diesem Schritt werden die Verschiebungen der
InSAR-Auswertungen von ERS- und Envisat-Daten auf Basis der Zeitreihen zu einer mittle-
ren Verschiebungsrate über den Gesamtzeitraum kombiniert. Zur Datenfusion werden aus
linearen Verschiebungsraten von Nivellement (vertikal), GNSS (horizontal) und InSAR (auf-
steigende und absteigende Bahnen) 3D-Verschiebungsraten berechnet. Im Rahmen der Daten-
fusion werden auch die unterschiedlichen Referenzrahmen der drei Techniken berücksichtigt.
Das resultierende 3D-Geschwindigkeitsfeld visualisiert die rezente Geodynamik des ORG in
bisher unerreichter räumlicher Auflösung und Genauigkeit und trägt zu einem besseren Ver-
ständnis der vorherrschenden Deformationsprozesse bei. Unter anderem zeigen die Ergeb-
nisse, dass das Grabeninnere Bereiche mit unterschiedlichen Bewegungsmustern aufweist

1 ESA: European Space Agency
2 ERS: European Remote Sensing Satellites
3 Envisat: Environmental Satellite
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wie z. B. eine relative Senkung im Bereich des Heidelberger Lochs gegenüber der Gegend um
Karlsruhe in Verbindung mit einer linksdrehenden Rotationsbewegung in den horizontalen
Bewegungskomponenten. Die Standardabweichungen von 0,38, 0,45 und 0,18 mm/a für Ost-,
Nord-, bzw. Vertikalkomponente belegen die hohe Qualität des Kombinationsansatzes und
der ausgewerteten Daten.

Oberflächenbewegungen im Zusammenhang mit anthropogenen Aktivitäten konnten an ver-
schiedenen Stellen im Untersuchungsgebiet nachgewiesen werden, insbesondere im Bereich
des ehemaligen Kohleabbaus im Saarland und in Lothringen, im ehemaligen Kalisalzabbauge-
biet Wittelsheim bei Mulhouse und im Bereich der Erdölfelder Landau. Letzteres liefert die
Möglichkeit, die drei Verfahren gegenseitig zu validieren, da Messdaten aller drei Techniken
in hoher zeitlicher Auflösung vorliegen und sowohl Senkungen als auch Hebungen im Be-
reich von bis zu 7 mm/a signifikant nachweisbar sind. Die durchgeführten Untersuchungen
zu Oberflächenbewegungen im gesamten Oberrheingrabengebiet bilden eine gute Basis, um
die künftige Nutzung des Untergrunds wissenschaftlich und strategisch zu diskutieren. Die
kontinuierliche Erfassung von GNSS-Daten an den permanenten Stationen im ORG und an-
grenzenden Gebieten sowie die Fortführung der SAR-Datenbasis mit den Starts der beiden
Sentinel-1-Satelliten ermöglichen zukünftige Untersuchungen zu Oberflächenbewegungen im
ORG unter Verwendung einer zeitlich längeren Datenbasis. Die in dieser Arbeit entwickelten
Auswerte- und Kombinationsansätze können dabei direkt auf künftige Studien und andere
Untersuchungsgebiete übertragen werden.
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Chapter 1

Introduction

The first chapter of the thesis is dedicated to introduce the background of the performed in-
vestigations and put the work into a broader context (Sect. 1.1). Sect. 1.2 presents the research
objectives and addresses some major questions to be handled within the thesis. The outline
of the thesis is given in Sect. 1.3, considering different groups of readers.

1.1 Motivation and Background

Every two years, the organisation Naturefriends International elects a transnational and eco-
logically valuable European region as Landscape of the year (NFI, 2015). It is a happy coinci-
dence that at present the Upper Rhine Valley is the latest designated landscape of the year
(for the years 2013/2014), right at the moment while the major results of this work have been
achieved. Nonetheless, from a scientific point of view, the widely used term Upper Rhine Valley
is not correct as valleys are washed out by a river by definition (Röhr, 2014). However, the river
Rhine developed about 15 Ma ago (Böhme et al., 2012) and thus may not be responsible for
the subsidence of the Earth’s crust at the Upper Rhine Graben (URG), which already started
about 45 Ma ago (Rouchy, 1997, p. 82). By definition, a graben is a piece of crust which is sunk
w.r.t. its surroundings along parallel striking faults (Murawski & Meyer, 2010, p. 65 f.). A
graben may exist on the cm- as well as on the km-scale, with the URG standing out as a rather
large specimen. The highly interesting URG system has been studied by many scientists, but
is not yet fully understood in various respects.

If one would ask people living in or close to the URG whether they have ever felt an earth-
quake, many of them would deny it, at least most of the younger people. However, strong
earthquakes happen with a certain frequency in the URG area. The strongest and most dev-
astating event known today is constrained to a moment magnitude MW of 6.7 to 7.1 and
happened in 1356 close to the city of Basel (Fäh et al., 2009). In 1728 a MW = 5.3 event was
registered close to Mahlberg, between Freiburg and Strasbourg (Meidow, 1998). The largest
earthquakes in recent years occurred 2003 close to Rambervillers in the Vosges Mountains
with MW = 4.8 (Grünthal & Wahlström, 2012) and 2004 close to Waldkirch, northeast of
Freiburg, with MW = 4.6 (Häge & Joswig, 2009). Events with smaller magnitudes occur much
more frequently. It is worth having a look at the daily updated catalogue of the Seismological
Service conducted by the Federal State Office for Geology, Natural Resources and Mining of
Baden-Württemberg (LGRB, 2015). Epicentres of instrumentally measurable earthquakes lo-
cated in the URG area appear every few days in the catalogue. Despite all the progress that
has been made, the scientific community cannot unambiguously assess how frequently strong
earthquakes may occur in the URG area and how likely the occurrence of an earthquake like
the Basel 1356 event is. Hence, it is important to better understand the current tectonic setting
of the URG – not least, because the region is highly populated and economically important.

The aim of this work is to contribute to the knowledge of the present-day tectonics of the URG
area by quantifying the deformation from a geodetic point of view. In addition, anthropogenic
activities in the subsurface are supposed to affect the deformation behaviour of the region.
The URG has been intensively exploited in the past decades by coal, potash and oil mining,
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groundwater usage and for geothermal energy production. The influence of these activities
on the surface are unknown in most cases. For scientific monitoring and public acceptance of
future subsurface activities in the URG area, detailed knowledge of the spatial and temporal
behaviour of surface displacements is essential for both geoengineers and decision makers.

Within this work, all available geodetic data suitable for the measurement of surface displace-
ments in the URG area is collected, evaluated and analysed. Fortunately, there is a lot of data
available in the region, measured with levelling, GNSS1 and SAR2 satellites. On the other
hand, it is lengthy and hard work to analyse the large amount of data, along with the de-
velopment of new strategies in order to achieve the best possible results. The thesis will also
provide insights into the characteristics of the three techniques levelling, GNSS and SAR inter-
ferometry (InSAR). Focussing on the estimation of surface displacements, the major challenges
concerning a suitable and up-to-date analysis of the available database will be given for each
technique.

It is an honourable task to analyse data which was measured more than 100 years ago. Geode-
sists used to wear a suit and top hat for the field work at that time. Except for the clothing, the
execution of levelling measurements has not significantly changed, since the first levelling line
used within this work was measured in 1867. Furthermore, it is amazing that the accuracy of
the old measurements is almost at the same level as it is today. In general, deep respect is due
to the hundreds of surveyors who organised and carried out the measurements resulting in
the database available for the geodynamic studies presented within this work – a real treasury
of data. Thereby, the discrepancies of measured height differences along close levelling loops
over hundreds of km are on a scale of several mm only. This corresponds to observing from
one goal line of a football pitch to the other, whether a fine dust particle (< 10 µm) lies on a
football or not.

One of the most crucial advances of modern geodesy is the availability of GNSS, enabling
world-wide 3D positioning at the mm- to cm-scale. Furthermore, positioning and navigation
with low-cost GNSS receivers has rapidly become part of our everyday life in the last years.
For geodetic tasks, high-tech antennas are used to receive and process the GNSS signals,
emitted from satellites at about 20,000 km distance. Analysing the GNSS signals of several
satellites over some hours along with a sophisticated consideration of error sources, such as
the atmospheric delay, the position on Earth may be determined with an accuracy of a few
mm. This is like distinguishing the location of two adjacent fine dust particles at Strasbourg
Cathedral from the tower of the Karlsruhe Castle.

“Between all those stars, a satellite looks down on me” (a line of the song “satellite image”)
sounds like a poetic description of a SAR satellite. In fact, the SAR satellites carry sensors
which actively “look” down on Earth and receive the reflected signal. However, their “eyes”
are exceptionally sharp, taking into account that only a small fraction of the transmitted signal
is received back at the satellite. It is even more astonishing that surface displacements in the
range of several mm can be observed with SAR satellites orbiting our planet at an altitude
of 500 to 800 km with a speed of approximately 25,000 km/h. This is like observing the
movement of a football at the fine-dust-particle-scale from the goal line of the opposite side
of the football pitch – while continuously moving.

1 GNSS: Global Navigation Satellite Systems
2 SAR: Synthetic Aperture Radar
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1.2 Problem statement

The research objective of this work is to provide a complete picture of recent surface displace-
ments in the whole URG area at a spatial extent of about 300 km × 200 km in N–S and E–W
direction, respectively. Thereby, both large-scale tectonic deformation and local displacements
at faults or related to man-made activities are of interest. The following questions shall be
addressed within the thesis:

• Is it possible to measure the small tectonic deformation in the URG area with the avail-
able geodetic data sets?

From geological estimates, e. g. from thickness distribution of Quaternary deposits or
from outcrops at faults, the tectonic deformation of the URG is supposed to be well
below 1 mm/a. Hence the question arises, whether it is possible to measure these small
displacements with significance at all. The determination of a displacement is strongly
related to the length of the total period covered by the data. It is thus important to cover
the largest possible period with each of the techniques. Furthermore, a focus should be
set on the best analysis strategies for each technique.

• How can the single-technique analyses of levelling, GNSS and InSAR be enhanced in
order to derive the best possible accuracy for the displacement estimates?

For each technique, the resulting displacements shall be at the best possible accuracy
level. Therefore, (i) the database of each technique is evaluated w.r.t. quality and usabil-
ity and (ii) the processing strategy is evaluated and adapted w.r.t. the technique-specific
error sources. Note that the displacements resulting from all three techniques are rela-
tive quantities and hence also the resulting precision estimates depend on the introduced
reference frame. Separated for each technique the following issues have to be consid-
ered.

Levelling:

- assessment of the usability of levelling data from the 19th century,
- calculation of loop misclosures and detection of strong systematic effects,
- application of gravity corrections,
- appropriate weighting of the observations using variance component estimation.

GNSS:

- coordinate time series analysis incorporating the consideration of periodic effects
and jumps,

- selection of usable GNSS sites w.r.t. the length of the time series and the noise level,
- proper subtraction of the major trend of the Eurasian plate.

InSAR:

- selection of appropriate master and slave images for the InSAR stack processing,
- reduction of atmospheric effects by filtering methods or additional meteorological

data,
- selection of high quality pixels using appropriate quality measures,
- combination of displacement data from different SAR sensors at the level of time

series.
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• Is it possible to combine surface displacements from levelling, GNSS and InSAR in a
reasonable and gainful way?

The properties of the three techniques are different in many aspects, such as temporal
and spatial resolution, location and distribution of the measurement points, accuracy
and datum definition. A major difference is that levelling can only provide information
on vertical displacements, GNSS on horizontal as well as vertical displacements and In-
SAR on displacements along a slant line of sight towards the side-looking SAR satellite.
One may ask in particular whether a combined displacement field benefits from the
advantages of each technique and thus provides useful information on the present-day
deformation of the URG area or not. Furthermore, it would be desirable if the devel-
oped combination approach was also applicable to other regions and for new satellite
missions, such as Sentinel-1.

• How do the results affect the current knowledge of the complex graben system?

Both the single-technique results and a combined 3D displacement solution shall be dis-
cussed w.r.t. the current knowledge of the tectonics of the URG and its surroundings.
Hence, the findings of previously published geoscientific investigations on the URG have
to be summarised and discussed, including previous geodetic studies. It will be inter-
esting to see whether the geodetically derived surface displacements are in accordance
or discordance with general concepts of tectonic deformation of the URG from geology
and geophysics. In this context, the reader should keep in mind that the displacements
observed at the surface with geodetic techniques are a superposition of all effects acting
in the subsurface such as tectonic deformation, sedimentation and anthropogenic effects.

• At which locations may the observed surface displacements be related to anthropogenic
activities?

The natural resources of the URG area are exploited at several locations in the investi-
gation area. A compilation of all past and current man-made subsurface activities with
best knowledge and conscience will give an overview of the areas potentially affected
by anthropogenic deformation. Areas with conspicuous surface displacements w.r.t. the
magnitude of displacements and the temporal and spatial behaviour can be investigated
in detail by one or more techniques. Especially InSAR is well suited to trace the spatio-
temporal behaviour of surface displacements related to local anthropogenic activities.
However, the combined surface displacement solution is dedicated to tectonic deforma-
tion, and hence should suppress non-tectonic features at the best possible rate.

1.3 Outline

This work is supposed to be of interest for readers with different backgrounds like geodesy,
radar remote sensing, geology, geophysics or geodynamics. Within this section, the outline of
the thesis is presented, designating the group of readers for whom the corresponding chapters
are of special interest.

Chap. 2 is intended to give a comprehensive overview of the investigation area. The evolu-
tion of the URG as well as the current knowledge of the tectonic setting of the region are
presented including previous geodetic studies. The chapter enlightens the URG from differ-
ent perspectives and is hence dedicated to incorporate the whole geoscientific community.
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Sect. 2.4 gives an overview on known anthropogenic activities in the tri-national URG area
and may furthermore be of some value for decision makers.

Chap. 3 could as well be denoted Material and Methods as it introduces the reader to the gen-
eral concepts for the analysis of the geodetic databases of levelling, GNSS and SAR data. It
has a repeating structure for the three techniques and subsequently presents: (i) the general
methodology of each technique, (ii) the available database in the URG area and (iii) the strate-
gies to derive surface displacements from the techniques. Without going into too much detail,
this chapter may be particularly useful for non-geodesists in order to understand the principal
features of each technique.

Chap. 4–6 describe in detail the single-technique analyses of levelling, GNSS and SAR data in
the URG area. People with a background in classical geodesy are probably more interested in
the specific mathematical and statistical investigations performed with the levelling and GNSS
database (Chap. 4 and 5). Radar scientists may find useful information on the processing and
evaluation of ERS and Envisat data in Chap. 6. However, the resulting surface displacements
obtained with the three techniques are highly valuable for the whole geoscientific community
dealing with the URG area. Major results are found in Sect. 4.5.4 and 4.6 for the levelling part,
Sect. 5.3.1 and 5.3.3 for the GNSS part, and in Sect. 6.5.4 and 6.5.5 for InSAR.

Chap. 7 presents the developed approach to combine surface displacements from levelling,
GNSS and InSAR to a high-resolution 3D velocity field. The chapter also contains theoret-
ical and practical aspects on spatial interpolation using the geostatistical Kriging technique.
The presented approach for the fusion of different SAR sensors based on displacement time
series is particularly relevant for the InSAR community. The finally resulting combined 3D
displacement rates for the URG area are presented and discussed in Sect. 7.5.

Chap. 2–7 are terminated by a brief summary section, which lists the key points of the content
discussed within the whole chapter. Finally, Chap. 8 gives an overall conclusion of the whole
thesis. Furthermore, open questions and future works are briefly discussed.
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Chapter 2

The Upper Rhine Graben (URG)

The study area of all investigations performed in this thesis is the URG area located in the
tri-national region of Germany, France and Switzerland. More than six million people live at
the Upper Rhine area consisting of the national regions Südpfalz, Baden, Alsace and North-
western Switzerland. For the year 2010, the German-French-Swiss conference of the Upper
Rhine (GFSC, 2012) calculated a population density of 279 inhabitants per km2, which is
higher than the mean population densities of Germany, France, Switzerland or whole Europe,
although also the mountain regions surrounding the URG have been included in the statisti-
cal assessment. The URG comprises large cities and industrial areas listed in Tab. 2.1 mainly
contributing to the economic development of the region.

Table 2.1: Population of large cities in the URG area listed from north to south.

City Inhabitants Inhabitants per km2 Inhab. of the agglomeration

Mannheim 296,690 a 2,047 a 1,148,497 d

Karlsruhe 299,103 a 1,724 a 509,452 d

Strasbourg 272,222 b 3,478 b 488,552 d

Freiburg 220,286 a 1,439 a 364,283 d

Basel 174,974 c 7,333 c 739,228 d

a Source: Statistisches Bundesamt (2014), status: 2013-12-31
b Source: Insee (2015), status: 2011-12-31
c Source: Statistisches Amt (2015), status: 2015-05-31
d Source: Brinkhoff (2015)

Besides the methodological items concerning the analysis and combination of geodetic data
w.r.t. the determination of surface displacements, the main goal of the thesis is to provide
significant displacement results for the geoscientific community working on topics relevant
to the URG. The quantification and qualification of surface displacements is an important
factor for decision makers dealing with current and future projects in the URG area such as
earthquake-resistant construction standards, groundwater usage, oil extraction or geothermal
power generation. This chapter aims to introduce the URG area to the reader. Sect. 2.1 in-
tegrates the region into the geological context of Europe, whereas Sect. 2.2 focusses on the
evolution of the graben structure itself. Sect. 2.3 gives an overview of the recent tectonics of
the URG from previous geological, geophysical and geodetic studies. As the natural resources
of the URG area are increasingly exploited in the last decades revealing clearly visible defor-
mation features in the analysed geodetic data, this topic is discussed in an extra section at the
end of this chapter (Sect. 2.4).
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2.1 Geological overview of Europe

The URG is the most prominent segment of a continental Cenozoic rift system in Central Eu-
rope (Ziegler, 1992). In a topographic view of Central Europe, the graben structure bounded
by the Vosges Mountains (VG) in the west and the Black Forest (BF) in the east is clearly vis-
ible, see Fig. 2.1. The term Cenozoic is used for the era 66 Ma ago until present (Cohen et al.,
2013) and therefore covers a quite young period in geological time scales. If the age of the
Earth of 4.54 billion years corresponds to one day, the Cenozoic era would only cover the last
21 minutes. In order to integrate the evolution of the URG into a broader context, a geological
overview of Europe is given within this section.

Figure 2.1: Topographic map of Central Europe generated from elevation data of the Shuttle Radar
Topography Mission (SRTM). The URG is located north of the Alps at approximately 8◦E
and between 47◦30’ and 50◦N. Spatial reference: Universal Transverse Mercator (UTM)
coordinate system, zone 32N.

The evolution of our planet Earth as we know it today is largely influenced by the phe-
nomenon of plate tectonics. At the beginning of the 20th century, A. Wegener tried to prove a
concept of rigid continental plates which are slowly drifting away from each other (Wegener,
1929). He supported the concept of continental drift by geological, paleontological, biological
and climatological observations. T. J. Wilson expanded the theory of sliding plates which de-
struct and create crustal material, when he discovered transform faults and established what is
known today as the Wilson cycle (Wilson, 1963, 1965). He postulated a multiple tectonic cycle
of about 300 Ma length describing aggregation and dispersal of continental crust (Murawski
& Meyer, 2010, p. 188):

1. Continental rifting
}

Divergent boundary
2. Ocean-floor-spreading

3. Subduction
}

Convergent boundary
4. Collision-type orogeny
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In this way, the Earth’s continents and oceans evolved to what we have today. The earliest con-
tinental crust existing in Europe are Precambrian1 terranes in Fennoscandia and the Ukraine
which can be traced back to 3.5–3.2 Ga (Bogdanova et al., 2008). Further Precambrian rocks
are present on the British Isles, on the Iberian Peninsula and in Southern Italy. The crystalline
basement rocks of Central and Western Europe were mainly built in the Cadomian orogen
(650–550 Ma ago, Plant et al., 2005). A presently prominent mountain building in Northern
Europe, i. e. Scotland, Ireland, Scandinavia, is part of the Caledonian orogen, occuring be-
tween Late Cambrian and Earliest Devonian (490–390 Ma ago, Plant et al., 2005; Frisch et al.,
2011, p. 161 f.). The crystalline basements of the VG and the BF were built in the Variscan oro-
gen (370–280 Ma ago, also called Hercynian orogen, Eisbacher & Fielitz, 2010, p. 16 ff.). The
Variscan mountains cross Central Europe in E–W direction and are subdivided into different
zones (von Raumer et al., 2003), most parts of the Upper Rhine massifs (VG, BF) belonging to
the Moldanubian zone (Frisch et al., 2011, p. 163 ff.). The terranes of Europe are summarised
in a map by Oczlon (2006) providing a view on the growth of the Earth over billions of years.
Fig. 2.2(a) displays a crop of the terrane map for Central Europe including a description for
terranes relevant to the URG area. Fig. 2.2(b) shows the distribution of the Variscan basement
in Central Europe. The granitic and metamorphic rocks of the Moldanubian zone can be
traced from Spain over the Massif Central, VG and BF to the Bohemian Massif.

(a) Growth of Europe’s lithosphere documented in the Ter-
rane Map of Europe, modified from Oczlon (2006).

(b) Geological map of Variscan basement areas,
modified from von Raumer et al. (2003).

Figure 2.2: Crops of geological maps for Central Europe, VG: Vosges mountains, BF: Black Forest, MC:
Massif Central, BM: Bohemian Massif.

1 see stratigraphy table published by Cohen et al. (2013) for chronology and age of geological eras
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The evolution of the Alps started in Cretaceous and mainly affects the present tectonics of
Central Europe. Bonnet et al. (2007) subdivides the Alpine mountain building into three main
orogenic phases: Eoalpine (140–60 Ma), Mesoalpine (60–30 Ma) and Neoalpine (30–0 Ma)
events, while the main mountain building processes took place during the younger phases.
As typical for an Alpine style orogeny, the foreland of the mountain front is filled up with
the debris of the ascending mountains building a Molasse basin (Frisch et al., 2011, p. 149 ff.).
Since the Paleocene (60 Ma ago), the axis of maximum compressive stress north of the alps
has changed from NNE–SSW to NW–SE (Ahorner, 1975) pushing the Molasse basin and the
Jura Mountains towards NW and still affecting the present-day horizontal deformation of the
URG. During late Eocene (35 Ma ago), the N directed compressional stresses originating in the
Alpine and Pyrenean collision zones created the European Cenozoic rift system (Dèzes et al.,
2004). Fig. 2.3 displays the locations of the individual grabens belonging to the European
rift system w.r.t. the Alps. The URG is the most prominent segment of the rift system and is
discussed in the following section.

Figure 2.3: Location of the European Cenozoic rift system and oblique opening of Rhine and Bresse
graben from Schlunegger & Mosar (2011). In addition to the URG, the Lower Rhine Graben
(LRG) and the Bresse Graben (BG) are shown in Fig. 2.1.
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2.2 Evolution of the URG

The URG is part of an intracontintental rift zone. According to Milanovsky (1972), rift zones
may be classified into three categories:

(a) oceanic rift zones: axial graben bordered by oceanic crust on both sides, e. g. mid ocean
ridges,

(b) intracontinental rift zones: rift floor and shoulders are of continental crust, e. g. URG,

(c) intercontinental rift zones: oceancic rift floor bordered by continental crust on both sides,
e. g. Red Sea.

The formation of the URG started in Eocene and is visualised in Fig. 2.4. At the end of
Eocene, a vertical displacement between the graben basin and its shoulders of more than
1000 m existed. During Oligocene (30 Ma ago), the graben surface was situated below sea
level allowing for marine ingression. The Upper Rhine developed into a channel connecting
the Alpine Molasse zone with the North Sea Basin (Schumacher, 2002), and might have looked
similar to the Red Sea today. In Early Miocene (20 Ma ago), the Kaiserstuhl volcano was
formed in the southern part of the URG where the crust is thinnest and large faults exist
(Frisch et al., 2011, p. 34). Being interrupted between Late Miocene and Early Pliocene (5 Ma
ago), sedimentation restarted resulting in a total thickness of sediments in the graben of more
than 3 km in the northern part (Doebl & Olbrecht, 1974).

Figure 2.4: Cross sections showing the evolution of the URG, from Frisch et al. (2011, p. 32).
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Quaternary deposits are concentrated at the so called Heidelberger Loch (northern URG, 350 m
thick) and at the Geiswasser basin (southern URG, 200 m thick), see Buchmann & Connolly
(2007). For the Heidelberger Loch, Pflug (1982, p. 42 f.) derives an average subsidence rate
of 0.1–0.2 mm/a from the thickness of Quaternary deposits. Peters & van Balen (2007a)
investigate Pleistocene terraces in the northern URG in order to better constrain the recent
tectonic activity. From dating of terraces, they derive vertical displacement rates between 0.01
and 0.08 mm/a, which is well below the rates in the adjacent Rhenish Massif (0.1–0.3 mm/a
uplift, van Balen et al., 2000) and in the Heidelberger Loch (Pflug, 1982).
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2.3 Recent Tectonics of the URG area

This section describes the recent tectonics of the URG area from different points of view. It
presents the currently available findings and conclusions related to geomorphology, geology,
the faulting mechanism, seismicity and surface displacements of the URG. The evolution and
neotectonics of the URG have been intensively studied within the EUCOR1-URGENT2 project,
see Behrmann et al. (2005). This multi-disciplinary research and training programme lasting
from 1999 to 2009 aimed at a better understanding of the seismic hazard, neotectonics and
evolution of the URG and surrounding areas. Some of the cited publications in this section
are based on the investigations carried out within the EUCOR-URGENT framework.

2.3.1 Geomorphology

As the most prominent segment of the European Cenozoic rift system, see Fig. 2.3, the shape
of the URG is nicely visible in the landscape. The graben has a length of more than 300 km,
a fairly constant width of approximately 36 km (Frisch et al., 2011, p. 31) and appears as vast
lowland plain in the landscape. It is bounded by the VG in the west, by the BF in the east, by
the Jura Mountains and the Alps in the southeast and by the Rhenish Massif in the northwest.
The average height above sea level in the graben interior varies between 85 m in the northern
part (river Rhine at Mainz) and 250 m in the southern part (river Rhine at Basel), with an
anomaly at the Kaiserstuhl volcano which has a maximum height of 557 m above sea level.
The graben shoulders reach maximum heights of 1424 m (Grand Ballon, VG) and 1493 m
(Feldberg, BF) in the west and east, respectively. In the northern part, the graben is bounded
by the Palatinate Forest (Pfälzer Wald) in the west and the Kraichgau and the Odenwald in
the east, but with significantly lower heights of the graben shoulders (below 673 m).

2.3.2 Geology

The geological layers existing in the URG are strongly correlated with the evolution of the
graben system as presented in Sect. 2.2. Fig. 2.5 shows the major geological units present at
the surface. The oldest rocks are found in the BF and the VG, mainly granites and gneisses,
belonging to the Variscan basement, see Sect. 2.1 and Fig. 2.2(b). The geological layers on both
sides of the URG are found in symmetrical sequence forming the Southwest German and the
Lorraine cuesta landscape (Lower Triassic, Middle Triassic, Upper Triassic, Jurassic). In the
east, the Swabian Jura forms the backbone of the Southwest German cuesta landscape and
is of special interest from a tectonic and seismic point of view (Geyer et al., 2011, p. 19 and
p. 446). In the northwest, Paleozoic rocks of the Rhenish Massif bound the URG as discussed
by Murawski et al. (1983). South of the Rhenish Massif, Permian rocks of the Saar-Nahe Basin
and the Tertiary Mainz Basin form the boundary of the URG.

The graben itself is filled with sediments of different thickness and distribution, particularly
along the NNW–SSE axis of the graben. Subsidence and sedimentation started in the southern
URG and developed further north within Tertiary (Pflug, 1982, p. 7). Sedimentation was
interrupted in late Miocene in the whole URG, but restarted in Pliocene and is still going on.
The thickness of Quaternary sediments in the graben reaches up to 350 m at the Heidelberger
Loch. The spatial distribution of Quaternary deposits is shown in a map by Bartz (1974),
also given in Buchmann & Connolly (2007). Vertical profiles of the different deposit layers
and their distribution within the graben are shown in several publications (Roll, 1979; Pflug,
1 EUCOR: EUropean COnfederation of Upper Rhine universities
2 URGENT: Upper Rhine Graben: Evolution and NeoTectonics
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Figure 2.5: Geological map of the URG area, modified from Röhr (2014).

1982; Geyer et al., 2011; Frisch et al., 2011). Doebl & Olbrecht (1974) present a map of the
Tertiary base in the graben and observe a maximum thickness of 3,335 m close to Frankenthal
(northern URG, Germany). Roll (1979, p. 72) estimates the deposit volume of the graben
shoulders to more than 27,000 km3 and the total volume of sediments within the graben to
nearly 19,000 km3. This is about 400 times the volume of water in the Lake Constance (48 km3,
IKGB (2013)). It is important to keep in mind that the total subsidence measured at the surface
is caused by a superposition of tectonic subsidence and sedimentary load, see Eisbacher (1996,
p. 249 ff.). Following Eisbacher & Fielitz (2010, p. 74), the mass of the sediments in the graben
is responsible for more than half of the total subsidence of the graben interior.

Regarding the deeper subsurface, Ziegler & Dèzes (2006) presented a map showing the depth
of the Moho discontinuity for Western and Central Europe and adjacent oceanic domains
derived from a compilation of already published regional Moho maps. It becomes obvious
that the URG area is located in a zone with relatively low Moho depths. In the southern URG,
the Moho depth is found at only 24 km, see also Illies (1977), whereas it increases to 58 km
below the Alps. The regional uplift of the crust-mantle boundary extends up to 75 km east and
west of the graben boundaries (Prodehl et al., 1992). According to Eisbacher & Fielitz (2010,
p. 15), the crust in the URG area is exposed to expansion and thinning since approximately
40 Ma.
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2.3.3 Faulting mechanisms

The URG comprises many faults, capable of both strike-slip and normal faulting. Schumacher
(2002) characterises the contemporary URG as a strike-slip system with two pull-apart basins
in the northern and southern part, separated by a restraining bend in the central part. Illies
(1977) observes local grabens and horsts in the southern URG segment, compression and thus
uplift and erosion in the central segment, and active normal faulting and thus subsidence in
the northern segment. This setting has partly been confirmed by analyses of levelling data
carried out by Zippelt & Mälzer (1987). In general, the URG is stuck between southward
movements of the Rhenish Massif and northward movements of the Alps resulting in a sinis-
tral shear at the main border faults along with extension.

Insights into the current fault setting are based on the interpretation of seismic sections, col-
lected on behalf of hydrocarbon exploration in the 1960s and 1970s and on geological mapping
of the surface, particularly at the URG shoulder areas (Lemeille et al., 1999; Peters & van Balen,
2007b). The orientation of intra-graben faults and faults at the shoulder areas is mainly NNE,
see Fig. 2.6. Some faults, particularly in the northern URG, strike in NW directions matching
Variscan fault trends (Peters, 2007, p. 13, 17). As one can see in Fig. 2.6, many of the big cities
in the URG are close to active faults potentially capable of strong earthquakes.

Figure 2.6: Relevant faults in the URG area. Fault data from Peters (2007, p. 166), background: shaded
DEM using SRTM-3 data.
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2.3.4 Stress field

Schumacher (2002) gives an overview of the stress field in the URG area within different
geological epochs. The ambient stress field largely changed during different epochs of the
graben evolution. He distinguishes between six consecutive intervals of basin subsidence that
are related to changes in the stress field and displays isopach maps including the inherent
stress field for Priabonian, Lower Rupelian, Upper Rupelian, Chattian, Early Miocene and
Quaternary. The stress field was derived by paleostress analyses (Villemin & Bergerat, 1987)
for the early periods and by in-situ measurements (Baumann, 1981) and focal plane solutions
(Ahorner et al., 1983) for the Quaternary period. Most stress axes given for the Quaternary
period in the URG area are NW–SE orientated, predominantly along with a strike-slip regime,
see also Fig. 2.7. In principle, the stress orientation of present-day tectonics can be derived
from (i) focal mechanisms of earthquakes, (ii) well bore breakouts and drilling-induced frac-
tures, (iii) in-situ stress measurements (overcoring and hydraulic fracturing) and (iv) geologic
indicators (young geologic data from fault-slip analysis and volcanic vent alignments), see
Heidbach et al. (2008); Eisbacher (1996, p. 91 ff.).

Fig. 2.7 shows the recent maximum horizontal stress directions in the URG and adjacent areas.
Most of the information on the stress field is derived from focal mechanisms of earthquakes.
A general NW–SE trend of the maximum horizontal compressional stress is observed in the
area. However, the information on the present-day stress field of the URG area is sparsely
distributed, particularly in the central and northern part of the graben. Ritter et al. (2009)
analyse seismic waveforms of three minor earthquake events (ML = 2.4, 1.5 and 2.8) close to
Speyer and Heidelberg (central/northern URG) and conclude that normal faulting across the
whole crustal depth dominates in this part of the URG. However, efforts to determine fault
plane solutions from small earthquakes have to be extended in order to better constrain the
regional stress field.

Figure 2.7: Crop of the world stress map 2008 (Heidbach et al., 2008) for the URG area. Maximum
horizontal compressional stress derived from different methods.
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2.3.5 Seismicity

The Cenozoic rift system is a seismically active region within Central Europe (Ziegler, 1992).
The URG as the most prominent part of the rift system is characterised by low to moderate
earthquake activity, documented e. g. by Ahorner et al. (1983); Bonjer (1997). Together with
the Lower Rhine Graben, the URG area is among the most seismically active regions in West-
ern Europe, north of the Alps (Grünthal et al., 2009a,b; Leydecker, 2011). Fig. 2.8 shows the
distribution and magnitude of earthquakes in the URG area since 1000 AD. The historical cat-
alogue of earthquake events given in Grünthal et al. (2009b) is visualised for events until 1970
mainly based on macroseismic estimations of epicentre locations and intensity. In addition,
Barth et al. (2015) compiled the data of different catalogues after 1970 for the URG area, see
Fig. 2.8(b). It becomes obvious that large earthquakes are concentrated in the URG and its
shoulder areas and in the Alpine foreland. Only few seismic events have been recorded in the
northern URG in the last decades, whereas the southern URG is exposed to a large number
of small events (Barth & Ritter, 2010; Barth et al., 2015). Within the graben, focal depths vary
typically between 5 and 15 km, increasing in the BF to values between 15 and 23 km (Plene-
fisch & Bonjer, 1997). Significantly less seismic activity is found in the shoulder areas north of
the BF and the VG.

(a) CENEC catalogue (Grünthal et al., 2009a,b) from
1000 AD to 1970, mainly from macroseismic esti-
mations.

(b) Compilation of different catalogues from 1971 to 2012
published by Barth et al. (2015), mainly from instru-
mental records.

Figure 2.8: Seismicity in the URG area: earthquake epicentre registrations from different catalogues.
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The largest reported earthquake in the URG was the Basel event in 1356 with a moment
magnitude MW between 6.7 and 7.1 (Fäh et al., 2009). With intensities up to VIII on EMS1

within a 30 km radius around the epicentre at 47.47◦N, 6.70◦E, it is the most destructive
earthquake known in Central Europe. Mayer-Rosa & Cadiot (1979) estimate the maximum
intensity equal or greater IX on MSK2 and deduce a focal depth between 10 and 20 km.
Meghraoui et al. (2001) investigate an active normal fault in the epicentral area close to Basel,
which might be responsible for the Basel event in 1356. From paleoseimic records (trench
measurements), they identify two additional earthquake events within the last 8500 years and
estimate a mean uplift rate of 0.21 mm/a at the fault. The most recent earthquake related to
the URG with a local magnitude ML above 5.0 was recorded in Waldkirch (close to Freiburg)
in 2004. The event is located at 48.08◦N, 8.04◦E (Brüstle & Stange, 2005), east of the eastern
border fault, and showing predominantly strike-slip character (Häge & Joswig, 2009).

2.3.6 Surface displacements from previous geodetic studies

Major results from previous geodetic studies in the URG area are discussed within this section.
Levelling data has been systematically analysed w.r.t. geodynamics in the URG area since the
1960s until today. Several investigations have been performed within the past decades on a re-
gional and local scale, particularly using levelling data from the German and Swiss parts of the
URG. Between 1967 and the 1980s, electronic distance measurements (EDM) have been used
to get insights into the horizontal motion across the URG, later also in combination with GPS
data. In the southern URG, old French triangulation data has also been used together with
GPS campaign measurements in order to evaluate the horizontal deformation of the URG.
Recently, the focus is put on GNSS data acquired at permanent sites or from campaigns.

Regarding vertical displacements, Mälzer (1967) and Mälzer et al. (1983, 1988) published maps
of height changes in the URG area and the Rhenish Massif. They used repeated precise lev-
elling data on first-order lines of the German and Swiss surveying authorities and found sev-
eral indications for active tectonic deformation, but presented also examples for man-induced
subsidence related to the extraction of oil and groundwater. Kuntz et al. (1975) presented
measurements from several geodetic techniques, among others, levelling profiles in the Offen-
burg and Freiburg region. Zippelt & Mälzer (1987) published maps of height changes from
available levelling data in the German part of the URG area using the kinematic adjustment
model provided by Zippelt (1988) and described in Sect. 3.1.3. Most of the detected vertical
rates are within ±1 mm/a, along with uplift of up to 0.7 mm/a in the Palatinate Forest, west
of the graben, and subsidence of 0.7 mm/a in the northern part of the graben and east of
it. They conclude that the principal deformation feature within the URG (subsidence in the
northern part, uplift in the central segment, subsidence in the southern part) is in accordance
with the present-day graben mechanism as published by Illies (1979). In the French part of the
URG, Ermery (1960) compared the heights of levellings carried out on behalf of the Prussian
kingdom at the end of the 19th century (Prussia, 1883, 1894) with the French principal level-
ling in Alsace-Lorraine, mainly measured between 1920 and 1924. The resulting map of height
changes between these two measurement epochs already confirms that vertical displacement
rates in the URG are small (< 1 mm/a), except from some movements up to 2 mm/a close to
the mining area of Lorraine, see Sect. 2.4. A comparison of height changes between different
measurement epochs at levelling lines in the southern URG was carried out by Schweizer
(1992). The author concludes that there is mostly subsidence within the graben w.r.t. a slight
uplift of the levelling benchmarks in the BF. Demoulin et al. (1998) performed a local study of

1 EMS: European Macroseismic Scale
2 MSK: Medvedev-Sponheuer-Karnik scale
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fault movements in the southern BF and concluded that the faults in this region are creeping
aseismically at rates varying between 0.2 and 1.1 mm/a. A similar investigation was carried
out by Rózsa et al. (2005a) at several faults close to Freiburg resulting in displacement rates
between 0.2 and 0.7 mm/a. Schlatter et al. (2005) presented a map of vertical displacement
rates for Switzerland, which clearly proves the alpine uplift of up to 1.5 mm/a w.r.t. a refer-
ence point in the southern Jura Mountains. Only small movements are seen between levelling
benchmarks within the southern URG and at the eastern graben shoulder. Furthermore, the
study contains local comparisons of height changes along levelling lines close to Basel. From
data of the last 30 years, no significant height changes are visible at levelling lines cross-
ing the eastern border fault close to Basel. Zippelt & Dierks (2007) continued the work of
Mälzer et al. (1988) performed on behalf of the Swiss National Cooperative for the Disposal
of Radioactive Waste (Nationale Genossenschaft für die Lagerung radioaktiver Abfälle, Na-
gra). They analysed data of up to five levelling campaigns between 1922 and 2004 in southern
Baden-Württemberg and northern Switzerland, including also second-order lines. It could be
proved that the second-order lines contribute useful information about vertical movements in
the interior of the wide first-order loops, albeit the quality standards and repetition rates of
second-order measurements are below those of first-order measurements. However, no analy-
sis has been carried out covering the whole URG area (including the French part) in previous
geodetic studies.

Since 1967, EDM have been carried out across the URG primarily to investigate external influ-
ences on the measurements, such as atmospheric perturbations (Bozorgzadeh & Kuntz, 1974).
The measurements have been repeated several times in order to derive horizontal movements
between the eight measurement sites located on both sides of the graben (the number of sites
increased to 11 in 1975). Kuntz et al. (1975) conclude that the precision of EDM with rela-
tive distance errors on the order of 3 · 10−7 could be sufficient for geodynamic investigations.
On the other hand, a sensitivity analysis of the EDM network, performed by Heck (1986),
proved that a relative horizontal movement of the graben shoulders of 0.5 mm/a could only
be measured with significance at a repeat time of 50 to 60 years. Heck et al. (1995) use the
EDM data in the URG area along with simultaneous mutual zenith angle measurements and
astronomically observed longitudes and latitudes at the measurement sites. Additionally, GPS
measurements have been carried out at nine of the measurement sites since 1988 and were ana-
lysed in a joint deformation analysis. The authors conclude that visible deformation trends
are not yet significant and have to be confirmed by subsequent GPS campaigns. Triangulation
measurements have not been used largely to detect crustal motion in the URG area, mainly
because the measurement accuracy of cm to dm over large measurement distances is not high
enough. Aufranc (2000) calculated the maximum compressive strain in the southern URG and
the Jura Mountains from old triangulation measurements and one GPS campaign resulting in
N–S directed compression of the order of 0.1 µrad/a. This work is currently extended by
additional GNSS campaigns (Ferhat et al., 2015).

Early GPS measurements in the URG suffered from a small number of occupied sites and a
low data volume. Nocquet & Calais (2003, 2004) combined 64 permanent GPS sites in western
Europe and the western Mediterranean to a geodetic velocity field including two sites in the
URG, i. e. KARL (Karlsruhe, Germany) and STJ9 (Strasbourg, France; identical with STRA).
They did not find significant motion of sites located west of the URG with respect to a stable
reference frame located east of the graben and placed an upper bound for horizontal motion
across the graben of 0.5 mm/a. The upper bound has been reduced to 0.3 mm/a by a state-
of-the-art compilation of European geodetic data for the Mediterranean region and the Alpine
belt, presented by Nocquet (2012). Similar analyses have been carried out by Tesauro et al.
(2005, 2006) also including the two sites located in Karlsruhe and Strasbourg. The resulting
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standard deviations given in Tesauro et al. (2006) are 0.6 mm/a and 0.5 mm/a for KARL
and STRA, respectively. With a maximum time span of four years, the GPS time series were
not long enough to recover the small tectonic motions in the URG with significance. As
only a few permanent stations were available in the URG area at the end of the 1990s, three
campaign measurements were performed within the EUCOR-URGENT project in 1999, 2002
and 2003, each covering a period of a few days. Average root mean square values of the
derived coordinates are 1.9 mm for the horizontal and 4.2 mm for the vertical component,
respectively, which is an order of magnitude larger than the expected tectonic displacements
accumulated within a few years (Rózsa et al., 2005a,b). At that time, the geodetic efforts
were not able to resolve active deformation in the URG area unambiguously as the available
networks and datasets were not dense enough, neither in space nor in time. In addition, many
data sets were restricted to national use only and therefore most studies are based on a limited
amount of data. Early GPS measurements have been carried out in campaigns and suffer from
additional error sources, such as centering inaccuracies and seasonal effects.
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2.4 Natural resources and their exploitation

This section aims at giving an overview of anthropogenic activities in the URG area, which
may affect the local deformation behaviour. Fig. 2.9 shows the location of sites at which
anthropogenic activities took place within the last decades (periods of the activities are given
in Tab. 2.2). Even if this map might not be complete, it gives an impressive overview of the
geopotentials of the URG region. The following paragraphs concisely summarise the activities
in the URG w.r.t. coal and potash mining, hydrocarbon production, groundwater usage and
geothermal energy.

Figure 2.9: Compilation of subsurface anthropogenic activities in the past 100 years possibly inducing
surface movements in the URG area. The scale of the markers gives an impression of the
spatial extent of the activity. Information on location and period of the activities is given in
Tab. 2.2.

First mining activities in the URG and surrounding areas were performed in Celtic and Roman
times and are evidenced, e. g. by funeral supplements. Silver was extracted in Val d’Argent
(Silver Valley, Alsace, France) since the 10th century with a major mining epoch between
the 15th and 18th century (Benoît & Bailly-Maître, 1997, p. 31). The system of pits and under-
ground tunnels still exists at some places and might even affect the recent surface deformation
behaviour in the VG. In the BF, the extraction of iron ore started 2,600 years ago and is evi-
denced close to Neuenbürg (northern BF, Germany), see Eisbacher & Fielitz (2010, p. 116). In
the middle ages, several main epochs of mining activities existed in the BF. Between the 14th
and 16th century mainly silver, in the 18th and 19th century mainly ore was extracted, and
within the last 150 years mining activities focussed on barite and fluorite (Eisbacher & Fielitz,
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Table 2.2: Subsurface anthropogenic activities in the past 100 years possibly inducing surface move-
ments in the URG area. Compiled from various sources mentioned within the text.

Site Longitude Latitude Activity Period

Saarland 6.87◦ 49.29◦ Coal mining 1821–2012
Lorraine 6.74◦ 49.13◦ Coal mining 1818–2004
Ronchamp 6.64◦ 47.7◦ Coal mining 1810–1956
Oberwolfach 8.229◦ 48.380◦ Mining of ores and minerals since 1898
Wildschapbach 8.270◦ 48.385◦ Mining of ores and minerals 1850-1955
Schauinsland 7.899◦ 47.910◦ Mining of ores and minerals 1876-1954
Ringsheim 7.79◦ 48.24◦ Mining of ores and minerals 1937-1969

Wittelsheim 7.29◦ 47.82◦ Potash mining 1910–2002
Buggingen 7.621◦ 47.856◦ Potash mining 1926–1973

Landau 8.12◦ 49.22◦ Oil production since 1955
Leopoldshafen 8.4◦ 49.095◦ Oil production 1957–1986
Speyer 8.43◦ 49.33◦ Oil production since 2008
Stockstadt 8.470◦ 49.805◦ Oil production 1952–1994
Wattenheim 8.410◦ 49.685◦ Oil production 1954–1976

Eich 8.4◦ 49.75◦ Gas production since 1959
Stockstadt 8.47◦ 49.805◦ Gas production 1955–1979
Wolfskehlen 8.5◦ 49.855◦ Gas production 1957–1991
Eich 8.4◦ 49.75◦ Gas production 1955–1972
Dornheim 8.48◦ 49.875◦ Gas production 1957–1980
Frankenthal 8.35◦ 49.53◦ Gas production 1959–1961

Stockstadt 8.470◦ 49.805◦ Gas storage since 1994?
Hähnlein 8.55◦ 49.745◦ Gas storage before 1972
Frankenthal 8.35◦ 49.53◦ Gas storage before 1980?
Sandhausen 8.64◦ 49.33◦ Gas storage before 1980?

Mannheim/Ludw. 8.46◦ 49.48◦ Extensive groundwater usage mainly 1970s

Landau 8.123◦ 49.186◦ Geothermal power/heat production since 2007
Insheim 8.153◦ 49.154◦ Geothermal power production since 2012
Soultz-sous-Forêts 7.865◦ 48.935◦ Geothermal power production since 2008
Rittershoffen 7.95◦ 48.9◦ Geothermal heat production start in 2016
Heubach 8.955◦ 49.841◦ Geothermal heat production since 2013
Basel-Riehen 7.651◦ 47.584◦ Geothermal heat production since 1994

Staufen 7.732◦ 47.882◦ Near-surface geothermal energy since 2007
Lochwiller 7.418◦ 48.695◦ Near-surface geothermal energy since 2008

2010, p. 117; Geyer et al., 2011, p. 465), whereas one mine in the central BF, Grube Clara at Ober-
wolfach, is still active today (Eisbacher & Fielitz, 2010, p. 150; Geyer et al., 2011, p. 467). Coal
mining was extensively performed in Lorraine and southern Saarland. The 58 French mines
have been in use between 1818 and 2004 (Urek & Jegentowicz, 2003). The systematic coal
extraction in southern Saarland started in 1751 (first mining pit was sunk in 1821) and lasted
with short interruptions until 2012 (Heinz, 2012). Currently, the former mines are flooded
with water. Coal deposits close to Ronchamp (southern Alsace, France) were discovered in
1750 and have been exploited with pits between 1810 and 1956 (Banach, 2009).

Within the URG, potash mining was performed in the so-called Wittelsheim formation (Geyer
et al., 2011, p. 354 f.), which is found west of the river Rhine in Wittelsheim (northwest of
Mulhouse, France) and east of the river Rhine in Buggingen (southwest of Freiburg, Germany).
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In Wittelsheim 24 pits have been operated between 1910 and 2002 (Ringenbach, 2013), in
Buggingen, three pits between 1926 and 1973 (Hamm, 2012).

The use of hydrocarbons in the URG is firstly documented in 1498 at Pechelbronn (northern
Alsace, France), where bitumen was found in spring water and used for medical purposes
(Eisbacher & Fielitz, 2010, p. 119; Geyer et al., 2011, p. 473). However, mining activities were
not started until the middle of the 18th century, firstly using 100 to 400 m deep pits and
since the end of 19th century using geophysical exploration methods and drillings. The major
epoch of oil production was between 1920 and 1970, while some of the sites are still operative,
particularly the oil fields close to Landau (Rheinland-Pfalz, Germany) discovered in 1955 (Eis-
bacher & Fielitz, 2010, p. 119 f.). Efforts on the exploration of hydrocarbons have been restarted
within the last years in the URG, not least because a deep geothermal drilling close to Speyer
(Baden-Württemberg, Germany) surprisingly stroke an unknown oil deposit in 2003. Natural
gases have been extracted in the northern URG, in the area between Mannheim and Darm-
stadt (Germany), between 1955 and 1980 (Weinberger, 2015). Two of the former gas fields, i. e.
Stockstadt and Frankenthal, are used as underground gas storages today. Furthermore, two
gas storages in the URG are operated in Hähnlein and Sandhausen (Sedlacek, 2002).

The URG is a very rich groundwater area. The Quaternary unconsolidated rocks build a large
aquifer system, which almost fully covers the groundwater demand of population, industry
and irrigation in the URG and peripheral areas (Wirsing & Luz, 2007). Surface deformations
close to groundwater wells were investigated by Schweizer (1992, p. 13 ff.) using a local lev-
elling network at the waterworks Hausen (southern URG, Germany). The author concludes
that the resulting subsidence of a maximum of 1.2 mm within four years is caused by consol-
idation as well as erosion of the ground. In the industrial area of Mannheim/Ludwigshafen,
a low groundwater level is observed in the 1970s, which has been correlated with subsidence
estimates from levelling by Wolf (2014, p. 29 ff.). The influence of local groundwater changes,
anthropogenic as well as natural, may also affect the surface deformation in other parts of the
investigation area.

Within the transnational project GeORG1, institutions from Germany, France and Switzerland
investigated the potential of the URG for geothermal heat and power production and for gas
storage. Due to its thin lithosphere and large scale geothermal temperature anomalies, see
Baillieux et al. (2013), the URG is highly appropriate for geothermal applications (GeORG,
2013, p. 60 ff.). Deep geothermal heat and power production is already used in several parts
of the URG as shown in Fig. 2.9. Unfortunately, induced seismicity at deep geothermal sites
in Basel (Häring et al., 2008) and Landau (Groos et al., 2013; Gaßner et al., 2014; Frietsch et al.,
2015) and large surface uplift at near-surface geothermal sites in Staufen (Engesser et al.,
2010; Lubitz et al., 2013; Schenk, 2015) and Lochwiller (Louis et al., 2014) are reducing the
public acceptance of the technique in the last years. In contrast to deep geothermal projects,
near-surface geothermal sites make use of the subsurface heat above 400 m depth and are
mainly used to heat buildings. In Baden-Württemberg about 14,000 geothermal probes were
in use by 2010 (Geyer et al., 2011, p. 499). The Federal State Office for Geology, Natural
Resources and Mining of Baden-Württemberg (LGRB), recently launched a web service that
provides information on the geothermal efficiency and possible limitations w.r.t. groundwater
protection, subsurface cavities or sulphate rocks for every location in Baden-Württemberg, see
ISONG (2015), including the locations of already existing geothermal probes and groundwater
heat pumps.

1 GeORG: Geopotenziale des tieferen Untergrundes im Oberrheingraben (geological potential of the deep URG)
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2.5 Summary

• The URG is the most prominent part of a rift system crossing entire Central Europe.

• The graben is bounded by two main border faults with NNE–SSW direction.

• The graben interior is filled with sediments of up to 3,335 m thickness.

• Sinistral shearing mainly dominates the current faulting mechanism.

• The complex system of faults within the graben is capable of both strike-slip and normal
faulting.

• More seismic activity is observed in the southern URG. The largest known earthquake
happened in 1356 close to Basel with MW between 6.7 and 7.1.

• Previous geodetic studies in the URG area set the upper bound for tectonic motion to
about 0.5–1.0 mm/a in horizontal and vertical directions.

• Natural resources have been largely exploited in the URG area within the last 100 years
and may affect the surface displacements measured by geodetic techniques.
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Chapter 3

Geodetic Measurement Techniques

This chapter aims at describing the three geodetic techniques used within this work in order
to estimate surface displacements: levelling, GNSS and InSAR. Besides the principal method-
ology of each technique, the focus is put on the application of levelling, GNSS and InSAR
measurements w.r.t. the derivation of surface displacements.

The first geodetic study on horizontal surface displacements inferred by an earthquake was
published by Hayford & Baldwin (1908) using triangulation measurements acquired before
and after the large 1906 San Francisco earthquake (MW = 7.8). Triangulation measurements in
the URG area are currently under investigation by G. Ferhat at Université de Strasbourg, also
in combination with GNSS campaign measurements of formerly used triangulation bench-
marks. Regarding vertical motions of the Earth’s surface, Parkin (1948) published maps
displaying changes in elevation at levelling benchmarks for the Los Angeles region. In the
1970s, geoscientists started to systematically analyse geodetic levelling networks for an accu-
rate estimation of vertical displacements caused by active tectonics. Wernthaler (1939) already
proposed geodetic analyses of the tectonics of Europe using the measurements of the Euro-
pean levelling network REUN (Réseau Européen Unifié de Nivellement), which was expanded
and renamed to UELN (United European Levelling Network) in the 1990s. First large-scale
investigations using levelling data have been performed at the San Andreas Fault, Southern
California (Holdahl & Hardy, 1979; Holdahl, 1983), at Chesapeake Bay, Virginia (Vanìček &
Christodulidis, 1974), or at the Rhenish Massif, Western Germany (Mälzer et al., 1983). Heck &
Mälzer (1983a,b) investigated the influence of temporal changes of the gravity field on crustal
movements derived from repeated levelling data in a region with large vertical displacements
(eastern Hokkaido, Japan). In the late 1980s, GPS campaign measurements were used to gain
a more detailed insight into horizontal tectonic deformations (Billiris et al., 1991). Later on, it
became possible to measure the motions of continental plates using a network of globally dis-
tributed and permanently operating GNSS sites (Boucher et al., 1993). At the end of the 1980s,
differential radar interferometry was successfully applied to measure surface deformations by
Gabriel et al. (1989) using Seasat data over Imperial Valley, California. With the Persistent
Scatterer (PS) approach developed by Ferretti et al. (2001), it is possible to monitor surface
displacement rates over several years at the mm/a-level.

Aiming at a map of the recent 3D displacement field, it is desirable to combine velocity esti-
mates in a multi-technique approach exploiting the advantages of each technique. Therefore,
single-technique displacement estimates are calculated in a first step. The following three
sub-chapters describe the principal methodology of the three measurement techniques, the
corresponding database available in the URG area and the basic analysis strategies w.r.t. the
estimation of surface displacements.

Parts of this chapter have already been published by the author in the following papers:
Fuhrmann et al. (2013a), Fuhrmann et al. (2014a), Fuhrmann et al. (2014b), Fuhrmann et al.
(2015b), Fuhrmann et al. (2015c). These publications are not explicitly cited within the text.
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3.1 Levelling

This section describes the methodology of levelling measurements including the historical
evolution of the measurement technique (Sect. 3.1.1), the available levelling data in the URG
countries Germany, France and Switzerland (Sect. 3.1.2) and the analysis strategies for the
derivation of displacements from the data sets (Sect. 3.1.3).

3.1.1 Methodology

The principle of levelling is simple and has not changed since its development. In the third
millennium BC, first levels were used by the ancient Egyptians and Chinese in order to con-
struct buildings. Deumlich & Staiger (2002, p. 19) estimate the accuracy of ancient Egyptian
levellings to 8 cm per 200 m. In Greek and Roman times, levelling instruments enabling a hor-
izontal sighting to a rod were used, called Dioptra and Chorobates, see Deumlich & Staiger
(2002, p. 20). Levelling instruments with a telescope and a bubble tube are first reported in
France at the end of the 17th century (Deumlich & Staiger, 2002, p. 23). The introduction of
large-scale levelling networks in Europe with the intention to provide national height systems
started at the end of the 19th century (Heck, 2003, p. 297 ff.).

Figure 3.1: Principle of levelling: Measurement of height differences h from rod readings rback and r f or
at rods placed on fixed benchmarks B at distances d. A displacement at a benchmark Bj
between two measurement epochs t1 and t2 results in a different height difference.

The basic observations of levelling are height differences between two points. As shown in
Fig. 3.1, the levelling instrument is placed in the middle between two points (fixed bench-
marks and/or intermediate points) and is horizontally aligned. A reading of the horizontal
sighting is performed at each point using a rod placed vertically over the point. The differ-
ence between the backward reading rback and the forward reading r f or is the measured height
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difference h between the two points. Starting at a benchmark with a well-known absolute
(conventionally fixed) height H0, e. g. a tide gauge, heights of other benchmarks can be esti-
mated by consecutively adding the measured height differences to the height of the starting
point B0. The physical heights of points on the surface are related to the gravity field of the
Earth and the corresponding gravitational potential. Equipotential surfaces are generally not
parallel due to inhomogeneous mass distributions of the Earth’s interior. Hence, the height
differences observed with levelling depend on the path taken (Torge & Müller, 2012, p. 63 f.
and p. 217). A detailed investigation on the influence of gravity is given in Sect. 4.3.

Geodetic levelling networks are created by subsequently summing height differences along
levelling lines using closed loops of levelling measurements for an internal check of the ob-
servations. These networks were constructed about 100 years ago by the national surveying
authorities and have been remeasured several times allowing for the calculation of vertical
displacements. A vertical shift of a levelling benchmark between two measurement epochs re-
sults in a difference of the relative heights obtained in the measurement epochs t1 and t2 w.r.t.
the height of an adjacent benchmark, see Fig. 3.1. Analysis strategies for the determination
of vertical displacements from levelling data of several measurement epochs are discussed in
Sect. 3.1.3.

Albeit the principle of levelling has not changed since the creation of national levelling net-
works, the instrumentation did. The evolution of levelling instruments can be nicely traced
throughout the levelling campaigns of the German main height network (Deutsches Haupt-
höhennetz, DHHN). First campaigns have been carried out in Germany since 1865 (Weber,
1993b, p. 8) using optical instruments and wooden rods, see e. g. Baden (1885, p. 4 ff.) and
Fig. 3.2(a). The measurements in the German states Saxony, Bavaria, Prussia, Württemberg
and Baden were finished in 1894. The geodetic datum of this primary height system for
all German states refers to a height benchmark located at the astronomical observatory in
Berlin, which in turn refers to the tide gauge in Amsterdam. The non-parallism of equipoten-
tial surfaces was not considered within the calculation of height, except in Bavaria, where a
normal-orthometric correction was applied to the measurements.

The second measurement epoch was interrupted by World War I and II and therefore lasted
from 1912 until 1956. It is known as DHHN12 (Weber, 1993b, p. 9 f.). A noticeable improve-
ment of the optical instruments was the vertical screw which was established in 1898 (Berndt,
1930, p. 37 f.). Another improvement in that period was the use of temperature-stable materi-
als for the graduation of the rods, instead of a purely wooden rod. It was already recognised
in the levelling measurements at the end of the 19th century that the influence of thermal
expansion on the length of the rods is not negligible. Rod comparisons have been performed,
e. g. by Seibt (1882, p. 5 ff.); Hirsch & Plantamour (1883, p. 557 ff.); Hirsch & Plantamour (1891,
p. 578 ff.). It could be observed that the wooden rods increase in length from spring to autumn
and decrease during the winter months (Berndt, 1930, p. 41). Temperature-stable rods made of
Invar (nickel-iron alloy) have been used since 1913 in Switzerland (Schlatter, 2007, p. 142), but
only since 1936 in Germany (Heller & Wernthaler, 1955, p. 9 f.). A normal-orthometric correc-
tion was applied in order to account for the influence of gravity using a normal gravity field,
see Sect. 4.3. The influence of the non-parallelism of equipotential surfaces was investigated
using the levelling measurements along a loop in the southern BF, concluding that gravity
anomalies have to be considered in mountainous areas in order to reduce loop errors (HVA,
1952, p. 6 f.). It is worth mentioning that the relevance of the levelling networks for tectonic
investigations was already realised resulting in geological essays within the publication of the
DHHN12 by Wagner (1952); Kutscher (1952); Schottler (1959).
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(a) Kern precise levelling instrument, since 1864, image
source: Stadtmuseum Aarau (2015)

(b) Zeiss precise levelling instrument Ni A, around
1940, image source: Popp (2009)

(c) Zeiss precise levelling instrument Ni 2, since 1951,
image source: Egelkraut (2014)

(d) Leica precise levelling instrument DNA03, since
2001, image source: SCCS Survey (2013)

Figure 3.2: Levelling instruments used for the surveying of German levelling lines.

In Baden-Württemberg almost all levelling lines of the DHHN12 have been remeasured be-
tween 1956 and 1970 (Schulze, 1976, p. 11). The instruments used (Zeiss Ni A, see Fig. 3.2(b))
were equipped with a parallel-plate micrometer enabling a more accurate reading at the grad-
uation of the rod as described by Deumlich & Staiger (2002, p. 247 f.). The rod itself had two
adjacent and offset graduations made of Invar. Again a normal-orthometric correction was ap-
plied to the measured height differences, albeit gravity measurements were already available
at that time for all first-order lines of the DHHN (Schulze, 1976, p. 14). The effect of gravity
anomalies, which can be considered using surface gravity measurements, was investigated for
levelling lines with large height differences in Baden-Württemberg by Ramsayer (1959). The
influence of gravity anomalies on the mean error per km estimated within the adjustment of
the data is small, 0.34 mm for the levelling network considered in Schulze (1976).

Between 1980 and 1985, a country-wide campaign for the remeasurement of all first-order
levelling lines in Western Germany was performed, known as DHHN85. The instruments
were now equipped with a compensator, which enables a better realisation of the horizontal
sighting (Deumlich & Staiger, 2002, p. 248 ff.). In the beginning, mainly the Zeiss Ni 1 was
used. As an error of the compensator with respect to the magnetic field was recognised at
some of the instruments, most of the later measurements were carried out with the Zeiss Ni 2
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(Weber, 1993a, p. 21 ff.), see Fig. 3.2(c). Concerning the Invar rods, graduation corrections
have been determined in calibration laboratories (Weber, 1993a, p. 24 f.; Schellein, 1993) and
added to the raw measurements on behalf of the data analysis. Accompanying to the levelling
measurements, gravity measurements have been performed along the levelling lines between
1984 and 1989 (Weber, 1993a, p. 32 ff.). With typical distances between the measurements of 1,
2 and 4 km in mountainous, hilly and flat regions, respectively, representative gravity values
for all levelling benchmarks of DHHN85 could be provided. After the German reunification,
the height networks of the Federal Republic of Germany, i. e. DHHN85, and the German
Democratic Republic, i. e. SNN76 (Staatliches Nivellementnetz 1976), have been merged to a
unified height system for whole Germany which was implemented in 1992, i. e. DHHN92.
Between 1990 and 1992 additional levelling and gravity measurements have been carried out
in order to connect the two networks (AdV, 1995). The final heights were calculated as normal
heights following the theory of Molodensky (1958) and refer to the mean sea level of the tide
gauge in Amsterdam.

The latest measurement campaign of the DHHN was performed between 2006 and 2012. The
calculation of heights is still going on and will be introduced as DHHN2016 (AdV, 2014).
A major improvement of the levelling measurements was the use of digital levels with an
automatic reading of a coded rod, firstly introduced with the Leica NA 2000, see Deumlich &
Staiger (2002, p. 255 f.). For the measurements of the DHHN2016, only digital levels achieving
an empirical standard deviation below 0.4 mm per km double levelling have been used, e. g.
the Leica DNA03 shown in Fig. 3.2(d). The instruments have been checked on sensitivity w.r.t.
the Earth’s magnetic field. The coded rods had to be annually calibrated in a laboratory, so
that corresponding correction values can be applied to the measured height differences (AdV,
2009, p. 7; Jahn et al., 2011).

Levelling measurements are susceptible to a range of errors which may occur at the levelling
instrument, at the rod or because of external sources. Errors at the instrument are caused,
e. g. by imperfect set-up of the instrument or residual errors of the compensator. Most of
these errors are reduced (i) by using identical target distances for the forward and backward
readings, (ii) by using a specific reading order and (iii) by calibration of the instrument and its
components. Rod-specific errors like a scale factor or irregularities of the graduation of the rod
are reduced by a calibration of the rod. External error sources like temperature differences or
refraction are more difficult to handle. For the measurement campaign between 2006 and 2012
in Germany, temperature was observed simultaneously with the measurements in order to
calculate a temperature correction for every height difference. For some of the measurements
carried out in the 1980s, the compensator of the instrument has been influenced by the Earth’s
magnetic field resulting in systematic errors particularly at levelling lines with N–S direction
(Beckers, 1983; Gessler, 1983; Leitz, 1983). A detailed list of different error sources, their
impact on the measurements and strategies to reduce or omit the errors are given in AdV
(2009, p. 9 ff).

Principally, the error budget of measured height differences splits into systematic and random
errors. Systematic errors comprise, among others, a residual error of the compensator and
scale or graduation errors of the rod. As they may effect the measurements in a unilateral way,
small systematic errors can sum up to large values (several mm to cm) over large measurement
distances. It is therefore crucial to reduce systematic influences on the measurements for
country-wide levelling networks. Random errors may be caused by imperfect set-up of the
instrument or the rod. Systematic and random errors are handled within the stochastic model
of the levelling analysis described in Sect. 4.4.1.
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3.1.2 Database

At the end of the 19th century, the countries of Europe started to set up country-wide levelling
networks with the objective to provide a national geodetic reference frame of heights (Heck,
2003, 297 ff.). Since that time, the benchmarks of the country-wide height systems have been
repeatedly measured as described in Sect. 3.1.1. The levelling measurements are carried out
along lines forming closed loops of several 100 km length. Additional measurements within
the loops are used to increase the spatial resolution of the levelling benchmarks. The network
of available levelling data in the URG area provided by the surveying agencies from Germany,
France and Switzerland is displayed in Fig. 3.3. The data was measured and made available
by LGL1, LVermGeo2 and LVGL3 for the German part, by IGN4 for the French part and by
swisstopo5 for the Swiss part of the network.

The levelling lines are divided into different orders depicting the hierarchy of the measure-
ments w.r.t. accuracy and repetition. In the German and the Swiss part of the network, a
single first-order loop covers a smaller area than in the French part. The French part consists
of one large first-order loop with a length of about 800 km. The first-order line between Nancy
and Strasbourg is a traverse which was measured in 2001. It touches the formerly measured
lines only at a few benchmarks. As only repeatedly measured benchmarks can be used for the
calculation of displacements, the traverse contains few usable benchmarks (cf. straight lines in
Fig. 3.3). This also applies for some connections at the French border using French third-order
measurements as well as for parts of the historical data. The term historical data refers to data
measured before the year 1900 and splits into

(i) data measured under the direction of Charles Lallemand in the years 1891 to 1896 on
the western side of the French part (Lallemand & Prévot, 1927),

(ii) data measured by the Kingdom of Prussia in the years 1878, 1881 and 1891 on the eastern
and northern side of the French part (belonging to the German Empire at this time), and
in parts of Saarland and Rheinland-Pfalz, Germany (Prussia, 1883, 1894),

(iii) data measured by the Grand Duchy of Baden (Großherzogtum Baden), Germany, between
1875 and 1882 (Baden, 1885),

(iv) data measured by the Swiss Federal Geodetic Commission in 1867 and 1881 (Hirsch &
Plantamour, 1891).

Fig. 3.4 shows the levelling lines measured before World War II with a political map of the
German Empire (1871–1918) in the background. At that time, the northeastern part of France
was part of the German Empire, the so-called Reichsland Elsaß-Lothringen. The levelling mea-
surements in Alsace, Lorraine and adjacent regions have been organised and carried out by
surveyors of the Prussian administration. The major part of the Prussian levellings was mea-
sured in 1878 and 1881 and is well documented in Prussia (1883). Some connection measure-
ments to the French levelling lines have been added in 1891, documented in Prussia (1894).
The connection measurements between Alsace-Lorraine and Baden have also been carried out
by the Prussian surveyors, see black lines in Fig. 3.4 on the territory of the Grand Duchy of
Baden. Some of the connection measurements have been performed in addition to measure-
ments carried out by the surveyors of Baden for reasons of redundancy.

1 LGL: Landesamt für Geoinformation und Landentwicklung Baden-Württemberg, Germany
2 LVermGeo: Landesamt für Vermessung und Geobasisinformation Rheinland-Pfalz, Germany
3 LVGL: Landesamt für Vermessung, Geoinformation und Landentwicklung Saarland, Germany
4 IGN: Institut National de l’Information Géographique et Forestière, France
5 swisstopo: Bundesamt für Landestopografie, Switzerland
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Figure 3.3: Levelling lines of French, German and Swiss surveying agencies. In the French part, the
last complete first-order measurement was carried out in 1964. In 2001 a traverse from
Strasbourg to Nancy was measured comprising only few of the former benchmarks. The
historical data were measured before the year 1900. The course of the historical lines some-
times differs from later measurements, e. g. north of Strasbourg and west of Basel. The
levelling benchmarks in these parts cannot be used for displacement estimation.

The levelling lines in Baden have been measured between 1875 and 1882 and are documented
in Baden (1885). The lines mainly follow the course of railway tracks and most of the bench-
marks are located at railway stations. The measurements of later epochs in Germany are
mainly set-up along roads. Therefore, fewer benchmarks have been repeatedly measured in
Baden compared to Alsace-Lorraine, where a large part of Prussian benchmarks were used
in later epochs. However, the usage of the historical levelling data in Baden ensures that the
connection measurements, particularly those crossing the river Rhine, are well integrated into
the whole analysed network of repeatedly measured levelling data.

The French measurements (blue lines in Fig. 3.4) were carried out between 1891 and 1896, see
Lallemand & Prévot (1927) and were, in contrast to the historical data from Germany, already
provided by the French surveying agency (Institut National de l’Information Géographique et
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Figure 3.4: Levelling data measured before 1939 and used within the analysis of repeatedly measured
benchmarks. Background: political map of the German Empire (1871–1918) provided by
Ziegelbrenner (2006).

Forestière, IGN). One connection measurement between the French and the Prussian levellings
in the southern VG was recovered using the records published by Ermery (1960).

The oldest measurement used within the whole URG analysis was measured in 1867 in the
city of Basel, Switzerland, (Hirsch & Plantamour, 1891, originally published in book number 2
from 1868). Later historical measurements in Northwestern Switzerland were carried out in
1881 by the Swiss Geodetic Commission and are documented in Hirsch & Plantamour (1883).
The first measurement epoch of whole Switzerland was finalised before World War II, while
the major part was already measured before World War I. A detailed study on the evolution of
the Swiss national height system and vertical movements estimated from the Swiss levellings
is given by Schlatter (2007).

Although the precision of the historical data is worse than the precision of later measure-
ments, see Tab. 4.2, the integration of this data provides two major advantages. First, the time
span is increased yielding a higher accuracy for displacement rates, see Sect. 3.1.3. Second,
the data sets contain many measurements at present-day borders to France, i. e. 12 transna-
tional measurements to France before 1900. In later epochs, the measurements of the national
surveying authorities often end near the border, without a connection to the levelling network
of the neighbouring country measured at the same time. Only 13 transnational measurements
to France with a time difference of the connection within seven years exist after 1900. As
the transnational measurements are of special importance within the URG levelling analy-
sis, the connections between French and German/Swiss levellings are listed in Tab. A.1 in
Appendix A.
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Measurements at the border between Germany and Switzerland have been performed more
regularly compared to the French-German and French-Swiss border. The levelling lines 601
and 606 of the German height network are partly running through Swiss territory. The connec-
tion between the German and Swiss height systems is therefore much better determined. More
than 300 levelling benchmarks at 14 border-crossing locations are recorded in both height sys-
tems. The mean difference between the Swiss and the German height values at the border
benchmarks is 32 cm, with values increasing from the western part (Basel: 30 cm) to the east-
ern part (Schaffhausen/Thayngen: 34 cm). Differences between the French and the German
benchmark heights vary between 54 cm in the northwestern part (Apach, Saarland) and 50 cm
in the southern part (Breisach, Baden-Württemberg). The differences between the heights of
the German, France and Swiss height systems result from the different datums defined within
each system. They are in general agreement with the transformation parameters between the
national height systems and the UELN published by Adam et al. (2000). For the transnational
analysis of displacements presented within this work, the original datum-free data is used.

Before the levelling data are ready to be used for the derivation of vertical displacements,
some preparation steps have to be performed. More than 50 % of the French raw data were
provided not in digital form but on handwritten sheets, and had to be digitised. The same
applies to the historical data and parts of the older data from Germany. The digital data
sources differ in their format as they stem from different institutions and eras. The border
benchmarks carry different indications in each country. In addition, the benchmarks set-up
and measured within the historical database, have been renamed in later epochs. All identical
points with ambiguous indications have to be detected and renamed for a proper use within
a displacement analysis. After the data sets are incorporated into an homogeneous database,
they have to be cleared up w.r.t. repeatedly measured benchmarks, see Sect. 4.2.3. The lev-
elling lines displayed in Fig. 3.3 are already cleared up, which results in straight connections
between distant benchmarks, when the levelling lines of different measurement epochs follow
different paths. Fig. 3.5 shows the temporal distribution of height differences between repeat-
edly measured benchmarks for the German, French and Swiss part of the levelling network.
Whereas most of the German data have been measured between 1960 and 2012, the French
data show a clustering between 1920 and 1980. The Swiss data are equally distributed over
time.
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Figure 3.5: Temporal distribution of levelling observations at repeatedly measured benchmarks for
different groups of data. Historical data were added to second-order measurements in
the German part.
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3.1.3 Analysis strategies

This section describes the analysis of levelling measurements particularly w.r.t. the derivation
of vertical displacements. The height Hj of a levelling benchmark Bj is calculated by using
the height H0 of a start or reference point B0 and consecutively adding the height differences
of all intermediate measurement points between the start point and the point of interest, see
Fig. 3.1:

Hj = H0 + h0, 1 + h1, 2 + . . . + hj−1, j . (3.1)

Within a network of heights, redundant measurements are available from the network con-
figuration enabling the application of a least-squares adjustment of heights. A Gauss-Markov
model for height networks is given by

y = A · x̂ + e , (3.2)

with a given set of observations y, the vector of adjusted parameters x̂ and error vector e. For
the example of one closed levelling loop, y and x̂ take the form

y =


h0, 1
h1, 2

...
hj−1, j
hj, 0

 , x̂ =


Ĥ0
Ĥ1
Ĥ2
...

Ĥj

 . (3.3)

The design matrix A describes the measurement relation between adjacent benchmarks and
contains the values 0 (no relation) and 1 or −1 (measured height difference between the two
corresponding heights), e. g. for one levelling loop:

A =


−1 1 0 . . . 0 0
0 −1 1 . . . 0 0
...

. . .
...

0 0 0 . . . −1 1
1 0 0 . . . 0 −1

 . (3.4)

As the observations are relative quantities, i. e. height differences, only relative heights are
estimable and the normal equation system has a rank deficiency. In order to solve Eq. (3.2),
the datum of the height network has to be set by defining the height of at least one point.

One advantage of measuring levelling lines along a closed loop is the possibility to check and
assess the quality of the measurements. The summation of all height differences in a closed
loop, starting and ending at the same benchmark, should theoretically yield zero. Deviations
from zero, so-called loop misclosures, are (among others) related to

(i) the non-parallelism of equipotential surfaces along the levelling loop, see Sect. 4.3,

(ii) a displacement of the start/end point of the loop during the measurement period, see
Sect. 4.2.1,

(iii) residual measurement errors.

As (i) and (ii) are minimised by the application of gravity corrections and a proper choice of
the start/end point of the loop, respectively, loop misclosures can serve as a measure for the
quality of levelling data, see Sect. 4.2.1.
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If height differences of at least two different measurement epochs are available, the deter-
mination of vertical displacements is possible. In contrast to space geodetic measurement
techniques like GNSS and InSAR, levelling data is available over a large time span in the URG
area. The large temporal baseline of the data offers the possibility to detect small secular
movements with high accuracy. A displacement rate vj of a leveling benchmark Bj is calcu-
lated in general from benchmark heights Hi, j at different measurement epochs ti, assuming a
linear dependency on time:

vj =
H2, j − H1, j

t2 − t1
=

H2, j − H1, j

∆t
. (3.5)

The precision of a displacement rate σv, calculated by error propagation and neglecting corre-
lations between measurements of different epochs, yields

σ2
v =

1
(∆t)2 σ2

H2
+

1
(∆t)2 σ2

H1
+

(H2 − H1)
2

(∆t)4 σ2
∆t

=
2σ2

H + v2σ2
∆t

(∆t)2 ,
(3.6)

under the assumption that the precision of H1 and H2 is identical. That means that σv ∼ 1
∆t ,

revealing an inversely proportional relation between time span and displacement rate. As
usually the dates at which the measurements have been carried out are recorded, ∆t is well-
known and the second term of the numerator in Eq. (3.6) can be neglected. Even with a rather
bad height precision σH of 5 mm, displacement rates are estimated with a precision better
than 0.1 mm/a if there are 70 years or more between the two measurements.

The easiest way to determine displacements from levelling data is to calculate heights for
each measurement epoch and subtract the height values of two or more epochs for each lev-
elling benchmark (static approach). The calculation of heights can be either performed by
consecutively adding the height differences between adjacent benchmarks to the height of a
(presumably stable) starting point, see Eq. (3.1), or by least-squares adjustment of the height
network for each epoch, see Eq. (3.2)–(3.4). The first option is suitable for local displacement
analyses along a levelling line as presented in Sect. 4.6. The second option is, e. g. used to
compare the height estimates of the epoch-wise measurements of the German height network
(DHHN), see Wübbelmann (1993). Both options rely on the assumption that no deformation
took place between the measurements within one epoch. For the measurements along a single
levelling line of several tens of km length, this assumption is true in most cases as the survey
is usually performed within a short time span (several weeks to months). For a country-
wide height network, the assumption is hardly valid as the measurements take several years
to decades. Ghitau (1970) therefore introduced a kinematic adjustment approach which al-
lows for considering the dates of the observations within a single time-dependent adjustment
model. The principal difference between a static and a kinematic adjustment approach for the
derivation of displacements from levelling data of a height network is shown in Fig. 3.6.

The basic idea of the kinematic approach is to model a benchmark height Hi, j using its height
H0, j at a reference epoch t0 plus a displacement rate f j(t) as a function of time:

Hi, j = H0, j +
∫ ti

t0

f j(t)dt . (3.7)
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Figure 3.6: Adjustment approach for epoch-wise measured height differences of a levelling network.

Following Ghitau (1970), the integral of the movement is approximated using a Taylor expan-
sion which yields

Hi, j ≈ H0, j +
d f
dt

∆ti +
1
2!

d2 f
dt2 ∆t2

i + . . . with ∆ti = ti − t0 . (3.8)

From Eq. (3.8), two different models can be derived. The first one (surface model) approxi-
mates the vertical displacement as a function of horizontal position (Vanìček & Christodulidis,
1974; Holdahl & Hardy, 1979). In this case, the derivatives d f

dt and d2 f
dt2 are replaced by two-

dimensional polynomial functions representing velocity and acceleration surfaces. The second
model (point model) estimates displacement parameters directly at the levelling benchmarks
and replaces the derivatives in Eq. (3.8) by constant velocity and acceleration parameters v0, j
and a0, j (Holdahl, 1975; Mälzer et al., 1979):

Hi, j ≈ H0, j + v0, j∆ti +
1
2!

a0, j∆t2
i + . . . . (3.9)

As only for a small part of the levelling benchmarks within the URG network three or more
measurement epochs are available, Eq. (3.9) is cut after the accelerated term. To provide a
higher redundancy and to estimate acceleration parameters only if they are significant, all
benchmarks are assumed to follow a linear motion in time, expressed by the velocity v0, j,
in a first step. Second, accelerated motions are introduced at benchmarks which show a
velocity change a0, j as proposed by Zippelt (1988, p. 28 f.). The decision, whether a second
order term has to be introduced or not, is supplied by a statistical testing on model-related
errors as described below. The adjustment uses the Gauss-Markov model of Eq. (3.2) with
observations

y = hi, (j, k) = Hi, k − Hi, j , (3.10)

where hi, (j, k) represents the measured height difference between benchmarks Bj and Bk at
epoch ti, and parameters

x̂ =

Ĥ0, j
v̂0, j
â0, j

 . (3.11)

A representative example for one line of the corresponding design matrix is given by

Ai, (j, k) =
(
0 . . . 0 −1 −∆ti [−∆t2

i ] 0 . . . 0 1 ∆ti [∆t2
i ] 0 . . . 0

)
, (3.12)

where the terms in squared brackets are zero if the corresponding benchmark is modelled
without an accelerated polynomial coefficient. The design matrix consists of n rows and
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u columns, where n denotes the number of observations and u the number of unknown
parameters. As one can see from Eq. (3.12), the design matrix A and thus the derived normal
equation system contain many zeros for a large network of levelling data. For computational
issues, it is hence reasonable to apply sparse memory techniques which use non-zero subsets
of the matrices, see Schmitt (1973, p. 9 ff.).

The observations of the kinematic adjustment are relative quantities and the normal equation
system suffers again from a rank deficiency, see Eq. (3.4). Zippelt (1988, p. 34 ff.) discusses
different methods of datum definition in order to fix the rank deficiency of the kinematic
adjustment model, e. g. (i) one (stable) reference point, (ii) stochastic reference points, and (iii)
a minimum norm solution. For (i), all estimated parameters are relative to a specified, fixed
reference point, whereas (ii) and (iii) relate to a subset or the total set of points. The use of
(ii) and (iii) yields a more homogeneous distribution of the precision measures of x̂, whereas
(i) is easier considering the geophysical interpretation of the results because the estimated
vertical velocities are relative to one single benchmark. As the geophysical interpretation of
the displacements is of primary importance for a deformation analysis option (i) is chosen by
setting

H = const., v = const. = 0 and a = 0 (3.13)

for a single specified reference point. As mentioned in Mälzer et al. (1983), the reference point
has to be chosen carefully since the results of the adjustment are influenced by a potential
individual movement of the reference point. Additional information on the geological setting
of the investigated area is needed for a proper selection of the reference point. To ensure a
robust integration into the network adjustment, the reference point should be measured at
many epochs. As the uncertainty of the estimated parameters increases with the distance to
the reference point, a central location within the network is preferable.

The functional model of the kinematic adjustment was described above, see Eq. (3.9)–(3.12). To
solve the linear equation system, a stochastic model describing the precision and correlation
of observations has to be defined. With a stochastic model of the form

Cyy = σ2
0 ·Qyy = σ2

0 · P−1 , (3.14)

where σ2
0 represents the variance of unit weight and P the weight matrix, the least-squares

solution for the parameter vector x̂ results in

x̂ = (A>PA)−1 A>Py . (3.15)

In an optimum stochastic model, the elements of the covariance matrix Qyy are known with-
out errors. In practice, the covariance matrix is unknown. For the main diagonal elements
of Qyy, i. e. the precision of the measured height differences, accuracy measures from loop
misclosures can be taken as an approximation. Attempts have been made to describe also the
correlations between measurements along a levelling line (e. g. Lucht, 1983; Vanìček & Gra-
farend, 1980). However, it is hardly possible to make realistic assumptions on the correlations
between observations for the tri-national, multi-temporal network of the URG area. Neglect-
ing possibly existing correlations between the observations, leads to a covariance matrix of
diagonal structure. The variances of Qyy can be calculated from an overall model considering
random and systematic errors (Sect. 4.4.1). In addition, variance component estimation can be
used to account for inhomogeneous accuracy levels for data of different epochs, orders and
countries (Sect. 4.4.2).



38 3 Geodetic Measurement Techniques

The large data set of height differences from different measurement epochs may contain gross
errors or large outliers. In addition to the quality check using loop misclosures (Sect. 4.2), it
is advisable to perform a statistical test of the observations using the parameter and precision
estimates of the adjustment. Three different testing strategies are discussed in Zippelt (1988,
p. 77 ff.):

(i) data snooping based on the redundancy components of observations (Baarda, 1968),

(ii) τ-test for the detection of gross errors using normalised residuals (Pope, 1976),

(iii) elimination of single observations and test of corresponding standard deviations using
Student’s t-distribution (Heck, 1981).

In addition to testing gross errors in the observations, an overall model test is often performed
within a network adjustment, which tests the ratio of a posteriori and a priori variances against
the Fisher distribution F with a certain significance level α, see e. g. Teunissen (2006, p. 61 f.).
The null hypothesis, i. e. σ̂0 = σ0, is rejected if

σ̂2
0

σ2
0
> Fα(n− u, ∞) . (3.16)

As described above, the functional model presupposes linear displacements in a first iteration
step. To decide whether an additional accelerated parameter has to be introduced, a test of
the motion model given in Eq. (3.9) is performed for every benchmark. Again a variance
ratio test is used, see Eq. (3.16). The variance derived by elimination of the benchmark under
investigation from the database is tested against the variance using all benchmarks (Zippelt,
1988, p. 82 ff.).

In general, apparent height variations from repeatedly measured levelling data are not iden-
tical to real crustal deformation as also the reference surface of the height system (Geoid,
Quasigeoid) may change its shape. Heck & Mälzer (1983a,b) investigated the influence of
temporal gravity changes on vertical displacements derived from levelling. Neglecting the
influence of a changing gravity field in the calculation of height changes provokes a difference
of 0.2 mm/a for displacement rates of 4 mm/a. For displacement rates at the sub-mm/a-level,
the differences reduce to values below 0.1 mm/a. Measured gravity values are not available
for the whole analysed levelling network and particularly not for the older measurement
epochs. The influence of temporal changes of the gravity field therefore has to be neglected.
Some considerations and investigations on the application of gravity corrections calculated
from temporally constant gravity values are shown in Sect. 4.3.
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3.2 GNSS

This section describes the methodology of Global Navigation Satellite Systems (GNSS) ob-
servations, focussing on GPS measurements at permanently operating sites (Sect. 3.2.1). The
available GNSS sites and the corresponding data in the URG countries Germany, France and
Switzerland are presented in Sect. 3.2.2, the analysis strategies for the derivation of displace-
ments from these data sets in Sect. 3.2.3.

3.2.1 Methodology

GNSS have been developed for the purpose of timing and positioning, primarily for military
applications. The first GNSS using one-way microwave measurements based on the ranging
principle were developed in the 1970s, namely the U. S. Global Positioning System (GPS) and
the Russian GLONASS (Torge & Müller, 2012, p. 135). Predecessor of GPS and GLONASS
were the U. S. Navy Navigation Satellite System (NNSS) and the Russian Tsikada with first
satellites launched in 1959 and 1974, respectively, see Hofmann-Wellenhof et al. (2008, p. 4 f.).
Within the last years, satellites for the European GNSS Galileo and the Chinese Beidou have
been launched. The number of globally usable GNSS satellites operating within the four sys-
tems on August 2015 is 30 for GPS, 24 for GLONASS, 4 for Galileo and 4 for Beidou (Langley,
2015). In addition, several regional satellite navigation systems are currently under devel-
opment, such as the Japanese QZSS and the Indian INSS. The principal functionality of all
GNSS is based on the emission of electromagnetic radio waves at several satellites (space seg-
ment), which are received by antennas on the Earth (user segment), see Fig. 3.7. In addition,
a ground segment, also denoted as control segment, is responsible for maintaining the oper-
ation of the system, such as calculating and providing of the navigation data of the satellites
(Torge & Müller, 2012, p. 138). GPS initially provided microwave signals on two frequencies at
1575.42 MHz and at 1227.60 MHz, called L1 and L2, respectively. Since 2010, the GPS satellites
are able to emit signals at a third frequency at 1176.45 MHz, denoted as L5.

The analysis of GNSS signals makes use of two general measured quantities, i. e. code mea-
surements and carrier phase measurements. Both rely on the calculation of the distance be-
tween satellite S and receiver R. The geometric distance dS

R follows from the position vectors
(XS, YS, ZS) and (XR, YR, ZR) of satellite and receiver antenna, respectively:

dS
R =

√
(XS − XR)2 + (YS −YR)2 + (ZS − ZR)2 . (3.17)

Note that the position vectors of satellite and receiver antennas have to be referred to the same
reference frame.

For code measurements, the principal observations, denoted as pseudoranges ρS
R, are given

by

ρS
R = c(tR − tS) + cδR − cδS + εS

R

= dS
R + c∆δ + εS

R ,
(3.18)

with the speed of light c, time measurements tR and tS as well as clock errors δR and δS of
the receiver and satellite clocks, respectively, see Hofmann-Wellenhof et al. (2008, p. 105). The
term ε represents noise as well as further influence factors affecting the travel time of the
signal, such as ionospheric and tropospheric refraction or multipath effects. From multiple
observations of different satellites S and corresponding pseudoranges ρS

R, the position of the
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Figure 3.7: Principle of GNSS: carrier phase observations ψ at permanently operating GNSS antennas
with a geometric distance d to the satellites S1, S2, . . .. By double differencing of observa-
tions, relative baselines BL are calculated between the antenna locations. A displacement
at antenna B relative to antenna A between two measurement epochs t1 and t2 results in a
difference of the baseline BLA, B, and thus of the relative 3D coordinates of B.

receiver is estimable in a least-squares sense. At least four satellites have to be observed in
order to solve Eq. (3.18) as there are four unknowns: three coordinate values (XR, YR, ZR) and
the unknown clock difference ∆δ. Positioning estimates from these measurements achieve
accuracies of several m under favourable conditions. For highly precise positioning applica-
tions on the mm- to cm-level, the carrier phases of the GNSS signals have to be exploited and
analysed. The observation equation of carrier phase measurements ψS

R in units of cycles is
given by Hofmann-Wellenhof et al. (2008, p. 106 f.):

ψS
R =

F
c

dS
R − FδR + FδS + N + εS

R , (3.19)

with the signal frequency F and the integer number N of cycles between S and R at the
beginning of the measurement, also denoted as ambiguity.

According to Parkinson & Spilker (1996a, p. 478), the effects influencing the GNSS observa-
tions may be grouped into six classes listed in Tab. 3.1. Receiver-specific effects are split into
influence factors of clock and antenna, here, as they are separately handled within the analysis
of measurements at permanent sites. For a relative (or differential) analysis of GNSS carrier
phase observations using double differences, see Sect. 3.2.3, some of the errors are elimi-
nated or at least significantly reduced. In the following paragraphs, the error sources listed in
Tab. 3.1 are further discussed w.r.t. carrier phase observations at permanently operating GNSS
sites.
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Table 3.1: Influence factors on GNSS observations and mitigation strategies. DD: double differences.

Influence factor Mitigation

Ephemeris data (orbit error) precise products, eliminated by DD
Satellite clock precise products, eliminated by DD
Receiver clock estimation, eliminated by DD
Ionosphere model, ionosphere-free linear combination, reduced by DD
Troposphere model and estimation, reduced by DD
Multipath prevent reflections, antenna design, receiver architecture,

data post-processing
Receiver antenna model, calibration

Ephemeris data and satellite clock corrections are provided as input data for GNSS analy-
ses. For near real-time applications, predictions for both data sets have to be used. For
post-processing applications, it is reasonable to introduce more accurate orbit and clock data
into the analysis. The final data products of the International GNSS Service (IGS, 2015) are
available after 12–18 days and reach accuracy levels of 2.5 cm and 75 ps root mean square
(20 ps standard deviation) for orbit and clock data, respectively. Receiver clock errors are
eliminated when double differences are built from the GNSS phase observations. Otherwise,
using non-differenced data, the clock bias of the GNSS receiver has to be estimated within
the adjustment. Relativistic effects influence the time measurement at both satellites and re-
ceivers. General as well as special theory of relativity have to be considered as the difference
in the gravitational potential between Earth and space as well as the velocity of the satellites
on their orbit play a role. Because of time dilation, the satellites’ clocks are ticking at a slower
rate compared to clocks on Earth, which is why the frequency of satellite clocks is slightly
adjusted during manufacturing of the satellites. Further corrections necessary to account for
relativistic effects may be included to the clock polynomial broadcasted via the navigation
message (Leick, 2004, p. 178).

Atmospheric effects strongly influence GNSS observations on their way from the satellites in
approximately 20,000 km altitude above Earth to a receiving antenna located on the Earth’s
surface. In comparison to the signal propagation in vacuum, GNSS carrier phase signals are
delayed, bended and dispersed in the atmosphere. The dominating atmospheric effect for
positioning applications results from the delay in signal travel time and has to be considered
within the analysis. In addition, absorption leads to transformation of parts of the signal
energy into heat resulting in reduced signal quality and intensity (Mayer, 2006, p. 78). Con-
cerning the electrical properties, the atmosphere is subdivided into an electrically neutral part,
the neutrosphere, located up to a height of about 50 km above surface, and a part contain-
ing a significantly higher number of free electrons, the ionosphere, between 50 and 1000 km
above surface (Hofmann-Wellenhof et al., 2008, p. 118). For electromagnetic waves, the iono-
sphere is a dispersive medium. Therefore, signal propagation is dependent on the frequency
of the signals (Seeber, 2003, p, 54 f.). Ionospheric effects may cause range errors in the or-
der of several meters up to 100 m (Torge & Müller, 2012, p. 142). Within the non-dispersive
neutrosphere, electromagnetic signals with different frequencies are delayed in the same way.
In GNSS literature, instead of neutrosphere usually the term troposphere is used, which corre-
sponds to a classification w.r.t. atmospheric temperatures and represents the major part of
the neutrosphere. The tropospheric delay is further divided into a dry component, which is
hydrostatic and therefore slowly varying and easily describable by a model, and into a wet
component mainly affected by the temporal and spatial variability of water vapour in the at-
mosphere (Leick, 2004, p. 189). The tropospheric delay varies depending on the latitude of
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the site location, the elevation angle of the observed satellite and the amount of water vapour.
According to Parkinson & Spilker (1996a, p. 541), the total delay comprising dry and wet
component varies between 2.3 and 2.6 m in zenith direction for latitudes between 30◦N and
75◦N. In slant direction, the total tropospheric delay is generally larger as the path length of
the signal increases.

Multipath effects are caused by reflections in the near and far field of a GNSS antenna and rep-
resent a major error source for GNSS positioning applications, particularly as they are not re-
duced by differential positioning. For carrier phase measurements, multipath errors range up
to a quarter of the wavelength, i. e. a few cm (Ray, 2006). As multipath is strongly site-specific,
a generally valid and practicable analytical multipath model is still lacking. In order to reduce
multipath effects, a suitable environment for the site location should be chosen. In addition,
microwave-absorbing materials can be placed at the site location to prevent reflections, see
Ning et al. (2011). A proper antenna design, such as choke ring or ground plane antennas,
contributes to mitigate multipath at low elevation angles (Bedford et al., 2009). Receiver-based
mitigation techniques are mainly applied to reduce code multipath as described by Parkinson
& Spilker (1996a, p. 560). Many approaches have been developed in the last years to reduce
multipath by means of data processing, such as in-situ calibration (Park et al., 2004), wavelet-
based reduction (Zhong et al., 2008), SNR-based reduction (Bilich & Larson, 2007; Rost &
Wanninger, 2009), adaptive filtering (Liu et al., 2011), electromagnetic modelling (Fan & Ding,
2006), sidereal stacking and filtering (Choi et al., 2004; Ragheb et al., 2006) as well as spatial
stacking of phase residuals (Iwabuchi et al., 2004; Fuhrmann et al., 2010b, 2015d; Knöpfler,
2015).

Besides multipath, inaccuracies of the electrical phase centre position of the receiver antenna
remain a main error source for high precision coordinate estimation at permanent GNSS sites.
The electrical properties of a GNSS antenna are modelled using a constant offset between the
mean electrical phase centre and the antenna reference point, denoted as phase centre offset
(PCO). In addition, the phase centre of an individual measurement is described by azimuth-
and elevation-dependent phase centre variations (PCV), see Hofmann-Wellenhof et al. (2008,
p. 148 f.). Site-specific correction values for PCO and PCV can be introduced to a GNSS
analysis in order to reduce antenna errors. For the calculation of the correction values, several
calibration methods for GNSS antennas have been established, summarised by (Mayer, 2006,
p. 47 ff.). Absolute, in-situ calibration for individual antennas is preferable compared to rela-
tive or laboratory calibration methods (Görres et al., 2006). If an individual calibration cannot
be performed, antenna type-specific corrections provided by the U. S. National Geodetic Sur-
vey (NGS, 2015) and by IGS (2015) should be used. If a GNSS antenna at a permanent site is
changed, the antenna gain and thus the interaction with the site environment may change re-
sulting in an apparent coordinate change at the site (Krawinkel et al., 2014). Investigations on
the gain pattern of receiver antennas and the influence on near-field multipath are presented
by Smyrnaios et al. (2013, p. 102 ff.).

3.2.2 Database

The GNSS sites analysed within this thesis are part of the GNSS Upper Rhine Graben Network
(GURN). The network was established in 2009 as a transnational cooperative project aiming
at the fusion of GNSS data at permanently operating sites in the URG area (Knöpfler et al.,
2010a). Most of the sites of GURN are operated by public or private institutions of the three
participating countries, such as SAPOS R©1 Baden-Württemberg and SAPOS R© Rheinland-Pfalz

1 SAPOS R©: SAtellitenPOSitionierungsdienst der deutschen Landesvermessung
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in Germany, Teria, Orpheon, RENAG1 and RGP2 in France and swisstopo in Switzerland. In
addition, the sites of EPN3 and IGS located in the URG area are used. Actually, GURN consists
of more than 80 permanently operating GNSS sites with typical site distances of 30–40 km.
Fig. 3.8 displays the location of 85 GURN sites, investigated within this work, considering the
length of the individual coordinate time series.

Figure 3.8: Sites of the GNSS Upper Rhine Graben Network (GURN). Colours indicate the length of the
time series used for deformation analysis. The longest time series of sites located in Baden-
Württemberg start in January 2002. The consistent reprocessing of the database currently
ends in April 2011. Further information on the site locations of the corresponding four-digit
site names is given in Tab. B.1 in Appendix B.

Most of the currently installed site equipment at the GURN sites enables the registration of
both GPS and GLONASS signals. However, before 2008 less than 10 % of the sites were able
to track GLONASS satellites. GLONASS data are therefore not used for the consistent pro-
cessing of all GURN data available in the considered period between 2002 and 2011. The data
record of the major part of the sites located in Baden-Württemberg starts in 2002. The sites
located in Rheinland-Pfalz were established in 2004. Starting mainly in 2008, antennas and

1 RENAG: RÉseau NAtional GPS permanent
2 RGP: Réseau GNSS Permanent (IGN)
3 EPN: EUREF (European reference frame) Permanent Network, see EPN (2015)
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receivers of the sites located in Germany were changed to provide GLONASS capability. The
documentation of hardware changes at permanently operating sites is important for displace-
ment analyses as they may result in offsets in the coordinate time series, see Sect. 5.2.3. Most
of the French time series start in 2007. For the Swiss part, more data is available at some sites,
but was unfortunately not provided free of charge by swisstopo.

Most of the German sites were originally established for cadastral purposes serving as ref-
erence sites, particularly for real-time kinematic differential GNSS surveys. Therefore, the
location of the sites was chosen to ensure long-term stability of the sites enabling high accu-
racy, availability and security of the differential GNSS service (Rosenthal, 2001). In addition,
logistic aspects, like the accessibility to power supply and communication, as well as security
for the site equipment are required. Because of these restrictions, many of the sites are located
on public buildings and possibly affected by local movements, e. g. tilting of the monumenta-
tion or the building. At some sites, tiltmeter records and quality-related parameters, such as
multipath, have been analysed by Knöpfler et al. (2010b) in order to gain insight into the GNSS
data quality. In France most of the sites are operated by private companies offering GNSS data
for real-time applications. Data quality and standards are comparable to the German sites as
discussed above. In addition, EOST1 set up pillar sites, especially dedicated to geodynamic
purposes and properly founded on the ground. The sites located in Switzerland are operated
with different types of monumentation. Some of them are mounted on buildings, others are
well-founded in bedrock using steel masts or pillars. A special feature of the Swiss sites is the
large number of collocated site locations, where two antennas are placed close to each other,
but on different monumenations, such as the sites located at Bourrignon (BOUR and BOU2),
Frick (FRIC and FRI2), ETH2 Zürich (ETHZ and ETH2) and Zimmerwald (ZIMM and ZIM2),
see Fig. 3.8. Fig. 3.9 displays three representative examples for site monumenatations within
GURN. Site KARL is located on the rooftop of GIK3, site STJ9, close to Strasbourg, is operated
by EOST and mounted on a well-founded pillar, site ZIMM is attached to a high, robust steel
mast.

(a) site KARL (EPN, 2015) (b) site STJ9 (EOST, 2015) (c) site ZIMM (EPN, 2015)

Figure 3.9: Monumenation at three GNSS sites of GURN, image sources are given in brackets.

1 EOST: École et Observatoire des Sciences de la Terre, University of Strasbourg
2 ETH: Eidgenössische Technische Hochschule (University of Zurich)
3 GIK: Geodetic Institute, Karlsruhe Institute of Technology
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In addtion to geodynamic investigations, GURN has also been used for studies of site-specific
effects (Fuhrmann et al., 2010b, 2015d; Knöpfler, 2015) and for the derivation of water vapour
maps (Fuhrmann et al., 2010a; Alshawaf et al., 2015b). For both investigations, the GNSS
observations were analysed using the precise point positioning (PPP) method, see Sect. 3.2.3.
In contrast to differential positioning approaches, PPP enables the derivation of independent
parameter estimates and residuals at every site. Maps of stacked phase residuals for every site
enable an assessment of site-specific effects, such as multipath at the GURN sites. Troposphere
estimates at the GNSS sites are converted into water vapour, which is an important quantity
for weather and climate research (Alshawaf et al., 2015b). In a second step, the water vapour
resulting from GNSS analyses can be compared and combined with water vapour estimates
from InSAR and numerical weather models (Alshawaf et al., 2015a,c).

Besides the GNSS code and phase measurements, several other data sets are required in order
to estimate coordinates with high precision. Orbit data, clock data and Earth orientation
parameters (EOP) are particularly important for PPP analyses. Corresponding products are
provided by the analysis centres of IGS (2015). Approximate coordinates of the GNSS sites are
introduced for the linearisation of the normal equations, see Eq. (3.19), within the adjustment
procedure. Furthermore, the antenna model is defined for the correction of phase observations
by PCO and PCV values. PCO values are given in three components (North, East, Up) by
default. PCV values consist of corrections at different elevation angles, e. g. 5◦, 10◦, 15◦, 20◦,
. . ., and if necessary, additional azimuth-dependent correction values for every elevation level.
The antennas mounted at the German sites are individually and absolutely calibrated. Most
of the French and Swiss sites are not individually calibrated, and thus type-specific calibration
values have to be applied.

3.2.3 Analysis strategies

Two principle analysis strategies have been developed for the estimation of the position coor-
dinates (XR, YR, ZR) of a receiver antenna from Eq. (3.19):

(i) relative (or differential) positioning, where most of the perturbation terms listed in
Tab. 3.1 are eliminated or at least reduced by combining observations of different satel-
lites and receivers at different measurement epochs,

(ii) precise point positioning (PPP), where most of the perturbation terms listed in Tab. 3.1
have to be determined by incorporating a priori information or by estimation within the
data adjustment.

The basic principle of relative positioning is already implied in Fig. 3.7. Within a relative
positioning, double differences between several satellites and receiving antennas can be for-
mulated from Eq. (3.19), see Hofmann-Wellenhof et al. (2008, p. 174 ff.). The carrier phase of
double differences ψS1, S2

i, (A, B) between two antenna locations A, B and two satellites S1, S2 at a
measurement epoch ti results in

ψS1, S2
i, (A, B) =

F
c

dS1, S2
i, (A, B) + NS1, S2

A, B + εS1, S2
i,(A,B) . (3.20)

Satellite and receiver clock errors are eliminated in this case. Depending on the length of the
baseline BLA, B atmospheric effects are strongly reduced (Parkinson & Spilker, 1996b, p. 11 ff.).
The integer number of double differenced ambiguities NS1,S2

A, B remains constant as long as the
signal to the corresponding satellites is received at both antennas. Otherwise, the integer
ambiguity counter has to be reinitialised causing a jump of the phase, denoted as cycle slip
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(Hofmann-Wellenhof et al., 2008, p. 194 f.). Using several permanent GNSS sites, a network of
independent baselines can be constructed resulting in mm-precision for coordinate estimates
of long observation series, e. g. daily coordinate solutions (Torge & Müller, 2012, p. 323).
Similar to height networks, the datum of the adjusted network solution has to be defined,
which in case of regional GNSS networks is usually performed by a stochastic connection to
surrounding reference sites, such as EPN or IGS sites. Care has to be taken on the selection
of the reference sites as gross errors in the observations of reference sites affect the network
adjustment.

PPP processing strategies enable an independent analysis of data recorded at one GNSS re-
ceiver. The advantage of a PPP analysis is that the resulting position estimates are absolute
quantities and free of distortions imposed by erroneous fiducial constraints of other GNSS
sites (Zumberge et al., 1997). The datum of the coordinate estimates at every site is introduced
by the reference frame defined with the satellite orbits. PPP is therefore appropriate for the
analysis of site-specific effects, such as multipath or the antenna model. In contrast to a dif-
ferential analysis, many of the perturbation terms eliminated or reduced within a differential
analysis have to be modelled or estimated (Witchayangkoon, 2000). Ionospheric effects are
usually considered by applying the ionosphere-free linear combination L3, which eliminates
the first-order ionospheric effects, see Seeber (2003, p. 331). Satellite clock errors are handled
by introduction of satellite clock products, provided by the analysis centres of IGS. The re-
ceiver clock errors are estimated within the adjustment. As a consequence of the formation
of L3 along with uncalibrated phase delays, simple integer ambiguity solution is prevented
(Hinterberger et al., 2015). Ambiguities are commonly estimated within the adjustment, even
if strategies to recover the integer nature of ambiguities have recently been developed, e. g. by
Ge et al. (2008). However, PPP coordinate solutions depend on the quality of the introduced
products and do currently not reach the same accuracy level as differential estimates.

The general procedure of post-processing GNSS observations is similar for relative position-
ing and PPP. The processing starts with reading and preparation of the relevant input data,
i. e. code and carrier phase observations, satellite orbit and clock data, EOP, antenna correc-
tions and approximate site coordinates. Based on both code and phase observations, outliers
and cycle slips are detected. Finally, the adjustment of observations is performed in several
iterative steps. Within each step, residuals are screened for outliers, which are excluded from
the database in the next iteration. For baseline processing, integer-valued ambiguities are
fixed using one of the strategies discussed by Hofmann-Wellenhof et al. (2008, p. 202 f.). For
PPP, ambiguities have to be estimated as unknown parameters. The tropospheric delay in the
line-of-sight towards a satellite is modelled using the delay in zenith direction along with a
mapping function, e. g. the mapping functions separately defined for the dry and wet part of
the delay by Niell (1996) or Böhm et al. (2006). The dry part of the delay is usually calculated
from a model using meteorological parameters, such as the models described by Hopfield
(1969) or Saastamoinen (1973). The wet part is estimated within the adjustment using the ob-
servations of a given period. In addition, the functional model can be extended by horizontal
gradients modelling the azimuth-dependence of the troposphere (Meindl et al., 2004).

Finally, the major results of the adjustment of GNSS observations are site coordinates valid
for a given period, e. g. daily solutions. The coordinate estimates are relative results w.r.t. a
given reference frame, such as the International Terrestrial Reference Frame (ITRF). From the
time series of daily coordinate estimates at one site, a velocity within the introduced reference
frame is deduced. A special focus of this work is on the handling of jumps and periodic effects
present in the coordinate time series, see Sect. 5.2.3.
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3.3 InSAR

This section describes the methodology of satellite-based SAR interferometry (InSAR) for the
derivation of surface displacements (Sect. 3.2.1). The analysed SAR data in the URG area are
presented (Sect. 3.2.2) as well as the analysis strategies for the derivation of displacements
from the data sets (Sect. 3.2.3).

3.3.1 Methodology

Spaceborne synthetic aperture radar (SAR) systems have been widely used since the launch of
the first civilian SAR sensor on-board the Seasat mission in 1978 (Moreira et al., 2013). More
than a dozen SAR systems have been launched in the meantime focussing on various applica-
tions such as DEM generation, land surface mapping, oceanography, glaciology, agricultural
monitoring, biomass quantification, environmental monitoring including change detection,
surface displacement measurement, military surveillance and moving target indication. SAR
systems are active sensors using the radar (radio detection and ranging) technique. A radar
instrument installed on a platform with a forward movement (airborne or spaceborne) trans-
mits electromagnetic pulses with high power and receives the echoes of the backscattered
signal. Most SAR sensors use frequency modulated, pulsed waveforms for transmission, so-
called chirp signals, which means that the frequency of the signal is linearly varied over time.
The varying frequency widens the bandwidth and thus enables a high ground resolution in
the direction of the pulse (Doerry, 2006).

The principal measurement quantities are the range, i. e. the distance to the detected object,
and the intensity of the backscattering. From the side-looking image geometry, SAR sensors
are able to provide a 2D map of the Earth’s surface in the coordinate system of the platform,
which is made up by the satellites heading (along-track or azimuth direction) and a direction
perpendicular to the flight path (across-track or range direction). While the ground resolution
in range direction depends on the bandwith or pulse duration of the transmitted signal, the
azimuth resolution δA depends on the size of the antenna La, the range R to the object and
the wavelength λ of the radar sensor, see Curlander & McDonough (1992, p. 16):

δA =
R · λ

La
. (3.21)

However, for a spaceborne radar sensor at 800 km altitude, the antenna ought to have a length
of several hundreds of m to achieve a resolution below 100 m for common radar wavelengths
at the cm- to dm-level. Therefore, a synthetic aperture is used consisting of several antenna
elements which are built from periodic transmitting and receiving of radar signals during the
pass of a satellite. Typical ground resolutions of spaceborne SAR systems are in the range of
1 to 20 m.

SAR interferometry (InSAR) makes use of two SAR images acquired either by two different an-
tennas (single-pass interferometry) or at different times (repeat-pass interferometry). Single-
pass interferometric acquisitions are used to derive a high quality DEM, such as with the
Shuttle Radar Topography Mission (SRTM, Rabus et al., 2003) or the TanDEM-X (TerraSAR-X
add-on for Digital Elevation Measurement) mission (Moreira et al., 2004). Repeat-pass in-
terferometry is less appropriate for DEM derivation as the quality of the measurements is
reduced due to temporal decorrelation and atmospheric delay variations, see Hanssen (2001,
p. 103 f. and p. 148 ff., respectively). The first measurement of surface displacements has been
successfully performed by Gabriel et al. (1989) by application of repeat-pass interferometry to
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SAR data acquired by Seasat. Many studies of surface displacements caused by earthquakes,
volcanoes, landslides and extraction of groundwater or hydrocarbons have been performed
since that time. A variety of analysis strategies working on different spatial and temporal
scales has been developed. Fig. 3.10 shows the principal functionality of repeat-pass InSAR
w.r.t. the derivation of heights and surface displacements.

Figure 3.10: Principle of repeat-pass interferometry: the relative height HP1 of point P1 w.r.t. a reference
point P0 is resolvable from the complex measurements at different ranges R1, R2, R′2 and
the satellite height HS. Note that point P0 and P1 are at the same range R1 in the example
for the first acquisition. The second acquisition at t2 is performed from a slightly different
satellite position, differing from the acquisition position at t1 by the baseline BL, which
splits into the parallel baseline component B‖ and the perpendicular baseline B⊥. The
change in incidence angle θ is determined from the interferometric phase ∆φ = φ1 − φ2.
A displacement at point P1 relative to point P0 between the two acquisitions at t1 and t2
results in a change of range ∆R along the line of sight (LOS) towards the satellite.

The basic observations at the SAR antenna are the amplitude A of the received electromag-
netic signal and the phase change φ between transmitted and received pulse. A complex
representation of the SAR signal reflected at location P1 is given by

y1 = |y1| · exp(jφ1) = A1 · exp(jφ1) , (3.22)

where j denotes the imaginery unit. The phase change φ depends on the two-way path from
the radar sensor to the target and the radar wavelength λ, see Curlander & McDonough (1992,
p. 24) or Hanssen (2001, p. 36):

φ1 = −4πR1

λ
+ φscat, 1 . (3.23)



3.3 InSAR 49

φscat represents the scattering phase resulting from the reflection characteristics of the target
and is close to zero for metal objects and may largely differ from zero in case of absorp-
tion. From two acquisitions, an interferometric set of signals follows from complex conjugate
multiplication of two SAR signals y1 and y2, denoted as interferogram:

y1y∗2 = A1 A2 exp(j(φ1 − φ2)) = A1 A2 exp(j∆φ) . (3.24)

Assuming constant backscattering characteristic of the object, the interferometric phase ∆φ
between two acquisitions of the same target results from Eq. (3.23):

∆φ = φ1 − φ2 = −4π∆R
λ

. (3.25)

A displacement along the line of sight towards the satellite (LOS) is associated with a change
in range ∆R = R1 − R2 and is thus measurable with the interferometric phase. Besides the
phase φde f o related to a displacement, the interferometric phase consists of several other phase
terms which have to be considered during an InSAR analysis, i. e. a phase term φre f related
to a reference surface, e. g. an ellipsoid, see Fig. 3.10, a topographic phase φtopo, a phase φatmo
caused by different atmospheric states during the two acquisitions, a phase term φorbit due
to inaccuracies of the orbit parameters used to calculate the satellite positions, residual noise
φnoise and a term representing the integer ambiguity N of the phase which is initially wrapped
in the interval [−π . . . π), see van Leijen (2014, p. 10):

∆φ = φre f + φtopo + φde f o + φatmo + φorbit + φnoise ± 2πN . (3.26)

Strategies for the separation of the deformation phase φde f o from Eq. (3.26) are discussed in
Sect. 3.3.3.

The residual noise term introduced in Eq. (3.26) subsumes several effects, commonly denoted
as decorrelation of the phase signal. A measure for the correlation of complex signals from
two acquisitions is the complex correlation coefficient γ, denoted as interferometric coherence,
given by Bamler & Just (1993); Goldstein & Werner (1998):

γ =
E{y1y∗2}√

E{|y1|2}E{|y2|2}
, (3.27)

where E{·} denotes the expectation operator and ∗ the complex conjugate. For practical
calculations, E{·} is replaced by a spatial mean value, obtained over a limited area around
the considered pixel. Sources of decorrelation, i. e. 1− γ, are discussed by Hanssen (2001,
p. 98 ff.) and split into geometric decorrelation effects due to different incidence angles be-
tween the acquisitions, decorrelation due to different Doppler Centroid (DC) frequencies of
the acquisitions, temporal decorrelation caused by changes of the surface characteristics, e. g.
different vegetation, and thermal noise due to the characteristics of the SAR system. The DC
frequency denotes the mean shift of the Doppler frequency of a scene resulting from the rela-
tive movement of the targets on Earth w.r.t. the moving platform (Curlander & McDonough,
1992, p. 17 ff.). Due to slightly different squint angles steering the antenna away from the
normal to the flight direction of the satellite at different overflights, the DC frequency may
adopt different values resulting in frequency differences FDC and thus decorrelation. Zebker
& Villasenor (1992) showed that the decorrelation effects, expressed by their correlations terms
γtemp, γgeom, γFDC , γtherm, contribute multiplicatively to the overall coherence:

γtotal = γtemp · γgeom · γFDC · γtherm . (3.28)
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Eq. (3.28) is used for the selection of a master image within a stack of SAR data, see Sect. 6.1.1.
Temporal decorrelation effects are connected to the revisit time of the satellite. The revisit time
of current and past satellite missions ranges between 4 and 46 days, see Tab. 3.2. However,
not every possible image is acquired due to the satellite-specific operation modes.

The backscattering properties of the emitted pulse, particularly the depth of penetration
into the ground, depend on the wavelength of the electromagnetic signal (Curlander & Mc-
Donough, 1992, p. 46 ff.). In addition, atmospheric perturbations, the achievable spatial reso-
lution and the sensitivity to ground motion differ for different wavelengths (Prati et al., 2010).
Current SAR missions used for displacement measurement can be classified w.r.t. three major
wavelengths, i. e. L-band, C-band and X-band, see Tab. 3.2. C-band SAR satellites provide
a global coverage with regular acquisitions at a medium resolution and sensitivity level and
therefore constitute a good compromise for spaceborne Earth observation missions. Since the
first C-band acquisitions of ERS-1 in 1993, C-band data has almost continuously been acquired
by ESA’s satellite missions ERS-1, ERS-2, Envisat and Sentinel-1 (Salvi et al., 2012). In addi-
tion, C-Band missions cover the largest strips on the Earth’s surface, denoted as swath, along
the satellites’ tracks and are therefore well-suited for large-scale InSAR applications. Tab. 3.2
gives an overview of past and current civilian SAR missions suitable for investigations on
surface deformation.

Table 3.2: Past and current SAR missions and their properties w.r.t. interferometry, compiled from
Hanssen (2001, p. 17), Moreira et al. (2013), van Leijen (2014, p. 34 f.) and the Earth observa-
tion portal of ESA (2015). The swath width and corresponding resolutions given in the table
refer to a standard mode if several modes are available. The resolution relates to the spacing
on the ground (average spacing for the range component). Tmin denotes the revisit time of
the satellite.

Mission Institution, Period of λ Band θ Swath Tmin HS Resolution [m]
country operation [cm] [◦] [km] [days] [km] azimuth range

ERS-1 ESA, Europe 1991–2000a 5.6 C 23 100 35 785 4.0 20.0
ERS-2 ESA, Europe 1995–2011b 5.6 C 23 100 35 785 4.0 20.0
Radarsat-1 CSA, Canada 1995-2013 5.6 C 20–49 100 24 792 5.1 21.1
Envisat ESA, Europe 2002–2012c 5.6 C 23 105 35 785 4.0 20.1
ALOS-1 JAXA, Japan 2006–2011 23.6 L 8–60 40–70 46 691 3.1 7.5
TerraSAR-Xd DLR Germany 2007–today 3.1 X 20–45 30 11 514 1.9 2.1
Radarsat-2 CSA, Canada 2007–today 5.5 C 20–49 100 24 798 4.9 21.1
COSMO-Skymed ASI, Italy 2007–today 3.1 X 20–60 40 4e 620 2.3 2.2
Kompsat-5 KARI, Korea 2013–today 3.2 X 20–45 30 28 550 < 3 < 3
Sentinel-1 ESA, Europe 2014–today 5.5 C 29–46 250 6f 693 17.4 3.7
ALOS-2 JAXA, Japan 2014–today 22.9 L 8–70 55–70 14 628 < 5.3g < 9.1g

a Usable for interferometry in the periods 1993–1994 and 1995–2000.
b Limited usability for interferometry after gyroscope failure in February 2000.
c Extended mission between 2010–2012 using different swaths.
d In formation with a second satellite denoted as TanDEM-X.
e Revisit time of the constellation comprising four satellites.
f Revisit time of the constellation comprising two satellites.
g Different resolution modes available in Stripmap mode, highest resolution is 3 m.

3.3.2 Database

For the investigations on surface displacements in the URG area, archived SAR data of ESA’s
satellites ERS-1/2 and Envisat acquired between 1992–2000 and 2002–2010, respectively, are
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ordered and analysed. The SAR sensors of ERS-1 and ERS-2 are identical in construction.
Therefore, the acquired SAR data of both satellites is usable within the same data stack. Both
missions, ERS and Envisat, have similar properties w.r.t. wavelength, swath width, revisit time,
altitude and resolution, see Tab. 3.2. They operated on an almost polar orbit at approximately
98.5◦ inclination. The common SAR satellites pass every region on Earth in two different
image geometries, heading from south to north (ascending track) and on the other side of the
Earth from north to south (descending track). Fig. 3.11 displays the regions on the ground
covered by acquisitions of two ascending and one descending track in the URG area. The
track numbers are identical for ERS and Envisat, even if the ground track does not exactly
cover the same area. The number of corresponding ERS and Envisat acquisitions within each
track is shown in Tab. 3.3.

Figure 3.11: Ground tracks of SAR data acquired by ERS-1/2 and Envisat in the URG area. The region
is covered by descending (desc.) track 294 and ascending (asc.) tracks 258 and 487.

ERS and Envisat data is available free of charge for scientific purposes. However, a project
proposal has to be submitted including the intended objectives of the investigation and the
number of SAR standard frames needed. The large amount of SAR data used within this
study was kindly provided by ESA under the project ID 14193. Query, selection and ordering
of the data is accomplished via ESA’s Earth Observations Link client (EOLi, 2015). SAR data
is generally available on two different processing levels: raw (unfocussed) data or single look
complex (SLC) data. SLC data is only available for so-called standard frames covering an area
of 100 km × 100 km. For the 300 km long stripes of data displayed in Fig. 3.11, raw data has
to be ordered and focussed by oneself. The usage of ERS-2 data acquired after February 2000
is limited due to different yaw-steering modes, implemented because of gyroscope failure
(Miranda et al., 2004). Fig. 3.12 shows the DC frequencies of an ERS-1/2 image stack at
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track 294 in Northern Germany from an InSAR analysis incorporating ERS-2 data after the
gyroscope failure.
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Figure 3.12: Doppler Centroid frequency FDC of ERS-1 and ERS-2 data acquired between 1992 and
2011 in Northern Germany on descending track 294. Different colours for the ERS-2 data
correspond to the piloting modes applied in order to account for gyroscope failures as
presented by Miranda et al. (2004). The dashed lines mark critical FDC values for the
whole data stack if a ERS-2 scene acquired before 2000 is chosen as master scene.

As a difference in FDC influences the coherence of an interferogram, see Eq. (3.28), only scenes
within a given range of FDC values can be considered within the analysis of a whole data stack.
For an analysis of a whole image stack, a single master scene is chosen and interferograms
of all other scenes (slaves) are calculated w.r.t. the master, see Sect. 6.1. Scenes with a larger
FDC difference have to be excluded from the image stack. Because of the large FDC values of
the year 2001 and later, ERS data is commonly used until the end of year 2000 only. However,
within a project analysing ERS data in track 294 in Northern Germany, where no Envisat data
is available, the author proved that ERS-2 data after 2001 is sensibly usable along with the
reprocessed orbits provided by the Delft Institute of Earth Observation and Space Systems
(DEOS, 2008). Note that only the scenes with an FDC difference within the range of the critical
FDC values can be used, see dashed lines in Fig. 3.12.

For the analyses of SAR data in the URG area, a sufficient number of Envisat scenes is available
in all three image stacks. Therefore, only ERS data acquired before 2001 was selected and
ordered. Some of the ERS scenes selectable within EOLi could not be delivered by ESA
because of bad data quality or missing azimuth lines in the raw SAR data. Other scenes
had to be excluded from the stack analysis, because (i) no orbit data is available for a certain
period, (ii) the scene does not cover the entire analysed area, (iii) decorrelation is high due to a
large temporal baseline, perpendicular baseline or FDC difference, (iv) coregistration failed for
a specific master-slave combination or (v) strong weather conditions or snow coverage harm
the separation of phase terms. The number of ordered, delivered and used scenes is given
in Tab. 3.3 for each track and sensor. Particularly within the Envisat stacks, many scenes
do not cover the entire tracks shown in Fig. 3.11. In order to provide the highest possible
precision in the southern part of the URG area, where more Envisat scenes are available, the
InSAR analyses in track 294 and track 487 are split into three, respectively two, overlapping
subtracks. The remaining image stack in Envisat track 258 only covers the southern part of
the track shown in Fig. 3.11, starting north of Freiburg. Because of the large amount of data
available in ERS track 294, a selection of scenes with small perpendicular baselines and thus
high coherence could be applied.
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Table 3.3: Usable SAR acquisitions in the URG area in ascending tracks 258 and 487 and descending
track 294. Significantly more Envisat scenes are available in the southern part of tracks 487
and 294.

Satellite Track Number of scenes Period: date of Date of the
ordered delivered used first scene last scene master image

ERS-1/2 258 34 31 24 1993-03-30 2000-05-26 1996-08-30
ERS-1/2 487 41 27 23 1993-04-15 2000-06-11 1997-06-22
ERS-1/2 294 83 79 51 1992-04-17 2000-02-14 1997-08-18

Envisat 258 27 27 19 2004-12-31 2008-08-22 2006-10-27
Envisat 487N1

40 40 19 2003-07-06 2010-08-08 2008-08-03
Envisat 487S3 37 2002-12-08 2010-08-08 2007-06-10
Envisat 294N1

46 46
18 2003-12-15 2008-12-08 2005-08-01

Envisat 294C2 33 2003-12-15 2008-12-08 2006-05-08
Envisat 294S3 43 2003-12-15 2010-10-04 2007-07-02
1 Northern part of the URG
2 Central part of the URG
3 Southern part of the URG

In analogy to the GNSS analysis, additional data is needed for a proper analysis of SAR data.
Precise orbits are necessary to calculate the perpendicular baselines B⊥ and for the coarse
coregistration, see Sect. 3.3.3. Orbit data for ERS and Envisat is provided by ESA. In addition,
reprocessed orbits making use of the altimeter measurements of the ERS and Envisat missions
are available at DEOS (Scharroo & Visser, 1998). In the case of Envisat, additional instrument
files have to be used containing calibration parameters of the Envisat SAR sensor. Further-
more, an initial DEM is subtracted within the processing in order to reduce the major part
of the topographic phase φtopo. The freely available SRTM-3 data with a spatial resolution of
three arcseconds, i. e. approximately 90 m, is used. Since the end of 2014, the U. S. Geological
Survey (USGS, 2015) provides SRTM-1 data with one arcsecond resolution also for regions
outside the USA. SRTM-1 data has already been successfully applied within the InSAR pro-
cessing chain by the author. However, the differences in the resulting displacement estimates
are negligible as a residual DEM error is estimated within the processing.

3.3.3 Analysis strategies

The processing of SAR data for displacement analyses is based on interferograms, which
follow from Eq. (3.24). Having a whole stack of image data, the interferograms are calculated
relative to one image, denoted as master. First of all, an appropriate master image has to
be selected based on the expected decorrelation of all other images (slaves) resulting from
Eq. (3.28). The selection of the master image and corresponding decorrelation models are
discussed in detail in Sect. 6.1.1. As raw SAR data is used for the URG InSAR analysis, see
Sect. 3.3.2, all images have to be focussed, first. Focussing describes the procedure necessary
to convert a raw SAR image into an SLC image. The SLC results from a convolution of the
raw data with a range reference function and a subsequent convolution with an azimuth
reference function, see Moreira et al. (2013). The range reference function depends only on
the transmitted chirp waveform, whereas the azimuth reference function is range-dependent.
Fig. 3.13 presents the workflow for the computation of interferograms as it is performed by
the Delft Object-oriented Radar Interferometric Software (DORIS, Kampes et al., 2003).
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Figure 3.13: Workflow for the calculation of interferograms from a stack of raw SAR image data.

Before the interferograms are formed, the chosen master image has to be cropped to an area
contained in all slave images. If only a subregion of the SAR images shall be processed, it is
sensible w.r.t. runtime to crop all images at the very beginning of the processing. The complex
multiplication of SAR signals acquired at different times corresponds to a convolution in the
frequency domain resulting in spectral contributions above the Nyquist frequency (Hanssen,
2001, p. 52). To avoid aliasing effects the SLC data is oversampled in azimuth and range
direction.

For the calculation of interferograms, the SAR images have to be aligned to a common grid.
Coregistration enables the transformation of the observations of several images into a com-
mon spatial reference. Due to slightly different satellite positions and antenna orientations
at different acquisition times, the original radar images are shifted, rotated, stretched and
distorted w.r.t. each other (van Leijen, 2014, p. 36). Within the coregistration process, offset
values are calculated for every pixel position in the target grid coordinate system defined by
the master image. An external DEM is used as input in order to simulate an amplitude image
and estimate the timing error of the master image (Eineder, 2003). Based on precise orbit
data, the relative timing errors of each slave image w.r.t. the master are calculated and used
as a rough estimate for the desired offsets (coarse coregistration). In a second step, the off-
sets between master and slave are estimated using a large number of matching windows and
computing the correlation of the amplitude at the sub-pixel level (fine coregistration, DORIS,
2008, p. 44). Applying the estimated offsets to the slave pixels, all slave images are resampled
to the geometry of the master image. In order to decrease the noise level of an interferogram,
multilooking can be applied, which means that the complex data within a specified window
is averaged (Goldstein et al., 1988). Multilooking applied with a certain range-azimuth ratio,
e. g. 1:5, 2:10 or 4:20, is used to produce approximately square pixels for ERS and Envisat data,
see Tab. 3.2, particularly for visualisation purposes.

The deformation signal present in the phase of an interferogram is generally superimposed
by other phase terms due to atmospheric, orbital or topographic effects as shown in Eq. (3.26).
Following Hanssen (2001, p. 52 f.), φre f is calculated and subtracted using the distances be-
tween the satellite orbit and the reference surface, e. g. WGS84 ellipsoid, for every resolu-
tion cell. The major part of φtopo is subtracted by the introduction of a DEM. Furthermore,
the orbital parameters and the DEM are used to transform the position of every pixel into
a geocoded reference frame providing, e. g. geographic coordinates (geocoding). If φde f o is
clearly dominant in the remaining phase, orbital or atmospheric contributions may be ne-
glected for the calculation of LOS displacements between two or more acquisitions. This as-
sumption particularly holds for investigations on the deformation by large earthquakes (e. g.
Massonnet et al., 1993; Fialko et al., 2005), or at volcanoes (e. g. Rosen et al., 1996; Amelung
et al., 2000). Deformation models for seismic or volcanic activity have been largely enhanced
within the last years using the information present in SAR interferograms, see also Jónsson
(2002).
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In the case of smaller deformation phenomena, φde f o is often significantly superimposed by
other phase terms. Particularly atmospheric effects related to temporal and spatial variations
of the atmospheric delay of the signal may largely influence the phase of corresponding in-
terferograms, see Sect. 6.3. The principal strategy to separate φde f o from other phase terms is
based on time series analysis considering correlation properties for individual phase terms.
The remaining part φtopo,res of φtopo after subtraction of a radar-coded DEM is related to the
residual height error δH and correlates with the perpendicular baseline B⊥, see Hanssen (2001,
p. 66):

φtopo, res = −
4π

λ

B⊥
R sin θ

δH , (3.29)

with slant range R and incidence angle θ at the analysed pixel position, see Fig. 3.10.

Orbital effects have been intensively studied by Bähr (2013). As they induce an almost linear
error signal to the interferometric phase, a linear trend is estimated in every interferogram,
commonly denoted as phase ramp, removing the major part of φorbit. Note that also large-scale
deformation signals might be removed by subtraction of a phase ramp. Atmospheric effects
and noise can be largely reduced if the stack of SAR data contains a large number of scenes,
applying low- and high-pass filters in the spatial as well as in the temporal domain. Several
approaches have been proposed within the last years to properly separate the phase terms
either using a single master scene along with Persistent Scatterers (PS) or using a small base-
line subset (SBAS) derived from different interferogram combinations along with Distributed
Scatterers (DS). Both approaches are discussed in the following paragraphs. For the consis-
tent processing of all available SAR data in the URG area, PS-InSAR is used. Sect. 6.4 presents
results of an SBAS analysis applied to data of one image stack and discusses the advantages
and disadvantages related to the conditions for InSAR in the URG area. Furthermore, at-
tempts have been made to combine the partly complementary sets of PS and DS pixels1 in
order to extract a deformation signal at more points and with higher overall signal-to-noise
ratio (Hooper, 2008). A new approach has recently been published by Ferretti et al. (2011),
denoted as SqueeSAR, which jointly processes PS and DS based on statistical properties. This
approach is not (yet) available to the research community, however, attempts are being made
to include the stochastic modelling of SqueeSAR into other SAR processors (Even, 2015).

The concept of PS-InSAR was introduced by Ferretti et al. (2000, 2001), refined by Colesanti
et al. (2003), as Permanent Scatterer Technique. The term Permanent Scatterer relates to the
trademark of the original method protected by international patents. Several reimplementa-
tions have been developed in recent years falling back on the principal PS concept based on
point scatterers with constant backscattering characteristics, but with different strategies for
the selection of PS and for the separation of phase terms, see e. g. Hooper et al. (2004, 2007);
Adam et al. (2003); Kampes (2005). The procedure of a PS analysis starting with a linearly in-
dependent set of interferometric combinations w.r.t. the same master scene, see Fig. 3.15(a), is
discussed in the following related to the workflow within the Stanford Method for Persistent
Scatterers (StaMPS, Hooper et al., 2007), see Fig. 3.14.

After the removal of φre f and the major part of φtopo using the phase φDEM derived from a
radar-coded DEM, the geocoded pixels are further investigated w.r.t. their phase stability. In
order to reduce the amount of data, a threshold for the amplitude dispersion DA is set, e. g.
DA = 0.4. Ferretti et al. (2001) show that DA is a measure of phase stability, at least for pixels
with a high signal-to-noise ratio. It follows from the mean value µA and standard deviation

1 The terms PS pixel and DS pixel denote the pixels to which the signal of the corresponding persistent or
distributed scatterers are attributed.
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Figure 3.14: Workflow for the calculation of the LOS deformation phase φde f o from interferograms
within StaMPS. φres denotes residual phase terms and comprises particularly φorbit, φatmo
and φSCLA. W{·} corresponds to the wrapping operator. SULA: spatially uncorrelated
look angle error, SCLA: spatially correlated look angle error.

σA of amplitude values at a pixel in different interferograms:

DA =
σA

µA
. (3.30)

In a second step, the phase noise of each pixel is estimated by band-pass filtering of the
wrapped phase in the frequency domain. Spatially correlated contributions present in the
phase of the PS candidates are removed prior to the phase analysis. Hooper et al. (2007) de-
fine a measure of phase variation similar to coherence, see Eq. (3.27), but rather in time than
in space domain and regardless of the amplitude of the pixel in different interferograms. A
threshold for the phase stability is set based on statistics, and only the PS candidates with sta-
ble phases are kept (Selected PS). Furthermore, pixels are weeded w.r.t. their neighbourhood.
Phase noise standard deviations of pixel pairs are calculated and noisy pixels are dropped
resulting in the final set of PS. As the threshold standard deviation used within the weeding
step is crucial for the further processing, this parameter is intensively tested within this work,
see Sect. 6.2.2.

With the final set of PS, the separation of phase terms is initiated. The phase values are still
wrapped in the interval [−π . . . π) at this stage of the processing. A difference between the
real surface height measured with InSAR and the introduced DEM is related to the look angle
θ, see Eq. 3.29, and denoted as look angle error. Although there is also a contribution from
the phase centre sub-pixel position to the look angle error, it is commonly referred to as DEM
error (Hooper et al., 2012). Following Hooper et al. (2007), the look angle error consists of a
spatially uncorrelated part (SULA), which can be estimated from the wrapped phase, and a
spatially correlated part (SCLA), which is separated and estimated after phase unwrapping.
The wrapped phase values are unwrapped in order to provide a continuous phase signal
for all PS pixels in the analysed image stack. Unwrapping is performed either spatially in
two dimensions (Chen & Zebker, 2000) or using the additional dimension of time. Hooper
et al. (2004) consider the 3D unwrapping as a series of 2D problems and use temporal phase
differences at every PS (stepwise 3D unwrapping). Real 3D phase unwrapping algorithms
have been proposed by Pepe & Lanari (2006); van Leijen et al. (2006); Hooper & Zebker (2007);
Hooper (2010) and are available within StaMPS.

Finally, the remaining phase terms are separated by a sequence of different filters. First, the
master contribution to atmosphere and orbit errors is separated by a low-pass filter in time.
The remaining spatially correlated nuisance terms are supposed to be temporally uncorrelated
and high-pass filtered in time followed by a spatial low-pass filter in order to exclude the signal
of individual PS from the filtering (Hooper et al., 2007). The resulting phase should optimally
exclusively contain the deformation signal. But however, residual orbital effects may still
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be present in the phase signal of several interferograms. Particularly large-scale effects are
expected to remain in the resulting phase due to the high spatial wavelength of orbit errors,
see Bähr (2013, p. 17). To account for residual orbit errors, phase ramps can be calculated and
removed from the interferograms before the other spatially correlated terms are estimated.
In addition, atmospheric effects mainly caused by variations of atmospheric water vapour are
often visible in the remaining phase of the interferograms. Besides spatio-temporal filtering of
the resulting time series for the separation of deformation and atmospheric signals, different
methods for the calculation of the atmospheric phase screen (APS) are proposed by Hooper
et al. (2012). Sect. 6.3 shows the results of different calculation methods of APS achieved with
data available for the SAR scenes in the URG area.

PS approaches make use of the fact that the decorrelation phase is strongly reduced if one
scatterer returns significantly more energy than other scatterers within a resolution cell. If a
cell does not contain one dominant scatterer, the phase variation due to decorrelation is of-
ten large enough to obscure the signal. SBAS approaches only form interferograms between
images with small temporal and perpendicular baselines in order to minimise decorrelation.
Hence, the signal of cells with DS is still usable for interferometry. SBAS has been introduced
by Berardino et al. (2002) and Schmidt & Bürgmann (2003) and has also been implemented
within StaMPS in the meanwhile. In a first step, the interferogram combinations have to be
selected based on a maximum permitted decorrelation and corresponding baseline lengths.
Fig. 3.15 compares the baseline configuration of SBAS interferograms with single master inter-
ferograms of a PS analysis. Note that the baselines of the SBAS approach depend on various
images, whereas the PS baselines are related to one single master image. After suitable small
baseline interferograms are chosen and calculated from the complex SAR signals, a selection
procedure of stable points similar to the PS selection is performed. In general, significantly
more DS pixels are selected compared to PS, and w.r.t. runtime it may hence be reasonable
to resample the set of selected DS to a coarser posting. Phase unwrapping and separation of
phase terms can be handled in the same way as described for the PS processing. The results
of an SBAS processing for one stack of SAR data in the URG area are presented in Sect. 6.4,
focussing on the selection of small baseline interferograms and on differences compared to
the results of a PS processing.
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(b) Small baseline subset, B⊥ < 500 m, T < 365 days

Figure 3.15: Comparison of baseline configurations for a PS analysis using a single master scene and for
an SBAS analysis using interferograms with small perpendicular baseline B⊥ and temporal
baseline T. SAR data acquired by Envisat on track 258 in the southern URG area.



58 3 Geodetic Measurement Techniques

3.4 Summary

• Three complementary geodetic techniques are used to estimate surface displacements in
the whole URG area, i. e. levelling, GNSS and InSAR.

• Levelling data is available over a large time span and therefore enables an accurate
estimation of vertical displacements.

• Measured height differences between levelling benchmarks in Germany, France and
Switzerland have been collected and merged to a regional URG levelling network.

• A kinematic adjustment of the data directly yields vertical displacement rates at repeat-
edly measured benchmarks.

• A static analysis along selected levelling lines enables detailed investigations on the
temporal behaviour of displacements, e. g. at faults.

• GNSS data at permanently operating sites are available in the URG area since 2002,
earliest.

• Most of the sites are located on buildings. They differ in quality w.r.t. monumentation
and environment (horizon-free, multipath effects).

• The GNSS observations are analysed either using differential processing strategies re-
lated to a network of baselines between the sites or using precise point positioning,
where every site is analysed independently of the others.

• Displacements at GNSS sites are deduced in three dimensions from time series analysis
of the GNSS coordinate estimates with the height component being worse than horizon-
tal components.

• SAR data is acquired from active sensors mounted on a moving platform (satellite),
transmitting and receiving radar pulses.

• The phase measurements of acquisitions of the same area at different times relate to a
displacement along the line of sight towards a SAR satellite.

• The URG area is covered by SAR data of ESA’s satellites ERS-1/2 and Envisat acquired
on one descending and two ascending tracks between 1992 and 2010.

• Applying SAR interferometry at Persistent Scatterers (PS-InSAR) enables the separation
of the deformation signal from other disturbing signal contributions, such as orbital and
atmospheric effects.
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Chapter 4

Levelling Analysis

This chapter presents the results of the levelling analyses performed in the URG area. First,
the main conclusions of an assessment of the kinematic adjustment model using simulated
measurements are presented (Sect. 4.1). Sect. 4.2 describes the necessary preparation steps
applied to the levelling data, including a quality check based on loop misclosures as well
as the clearing up of the database to repeatedly measured benchmarks. Possibilities for the
detection and modelling of non-linear displacements are also discussed within this section. In
addition, a case study at a levelling line with a strong systematic effect inherent in the height
differences of the latest remeasurement in Germany is presented within this section. Gravity
corrections for measured height differences and the influence of gravity on the kinematic
adjustment are presented by means of a test loop in the southern BF (Sect. 4.3). Sect. 4.4
describes the stochastic model used within the adjustment process. The results of an iterative
variance component estimation are presented within a subsection.

The analysis of the URG levelling network presented in Sect. 3.1.2 is performed using the
software package KaGeMoV (Karlsruher Geschwindigkeitsmodelle zur Berechnung von Ver-
tikalbewegungen) described in detail by Zippelt (1988). Further developments have been
added to the software documented by Zippelt & Dierks (2007); Fuhrmann & Zippelt (2013);
Fuhrmann et al. (2014a), particularly the integration of a database management system. KaGe-
MoV enables the application of a kinematic adjustment model to repeatedly measured height
differences of large levelling networks. A former version of KaGeMoV has also been used for
displacement estimation in the Netherlands (Lorenz et al., 1991); the results of this analysis
including a geological interpretation were published by Kooi et al. (1998). Key parameters
used within the adjustment of the URG levelling network and the final results for vertical
displacement rates are shown in Sect. 4.5.

Besides the kinematic adjustment, static comparisons of height calculations along levelling
lines measured in different epochs may also provide useful information on tectonic or an-
thropogenic deformation phenomena. The basic principle of the static approach was already
discussed in Sect. 3.1.3. The results and main conclusions of two case studies are presented in
Sect. 4.6.

Parts of this chapter have already been published by the author in the following papers:
Fuhrmann et al. (2013a), Fuhrmann et al. (2013b), Fuhrmann et al. (2014a), Fuhrmann et al.
(2014b). These publications are not explicitly cited within the text.
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4.1 Kinematic adjustment of simulated data

In order to investigate the impact of several influence factors on the kinematic adjustment of
levelling data, particularly on the precision of the estimated parameters (height and vertical
displacement rate), simple model calculations are performed and applied on different network
configurations shown in Fig. 4.1. The influence factors to be investigated are:

• network configuration and reference point selection,

• precision of observations, i. e. height differences,

• number and temporal distance of measurement epochs,

• number of observations at the points,

• deviation of the point movement from linearity,

• erroneous or inaccurate measurement date of the observations.
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Figure 4.1: Network configurations used for the testing of different influence factors on a kinematic
adjustment of levelling data. Network 1 is a rather optimal network, whereas networks 2
and 3 represent the situation of single and connected levelling loops, respectively.

For a thorough evaluation of the aforementioned influence factors, random observations ac-
cording to a normal distribution N (µ, σ) are created, whereas µ exactly fulfils a given motion
behaviour. From 10,000 automated runs of the kinematic adjustment using random obser-
vations with a given precision σ, the mean value and dispersion of the standard deviations
of the adjusted parameters (height and linear rate) are derived for each test. Fig. 4.2 shows
by way of example the resulting standard deviations for the different network configurations
introduced in Fig 4.1.

The influence factor network configuration and reference point selection has similar effects on both
estimated heights and velocities. As one would intuitively expect, network 1 provides the
best precision. Within this network, all points are connected by at least three observations to
other benchmarks. With a reference point in the centre of the network (point 7), the precision
of all the other benchmarks is equal. For network 2 and network 3, the standard deviations
are higher and depend on the distance to the reference point. The results of network 3 nicely
show that the standard deviation is lower for the loop, in which the reference point is located.
Similar investigations have been performed for the other influence factors. The resulting
effects on height and velocity estimation using reasonable numbers and scenarios for the
influence factors are classified in Tab. 4.1.
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(b) Standard deviation of velocities

Figure 4.2: Mean value and dispersion of standard deviations of estimated parameters from 10,000
runs with normally distributed random observations with σ = 1 mm.

Table 4.1: Effect of different influence factors on the resulting parameters of a kinematic adjustment of
simulated data.

Effect on the precision of
Influence factor height estimates velocity estimates

Network configuration strong strong
Reference point selection strong strong
Accuracy of observations moderate moderate
Number of measurement epochs strong moderate
Total time span covered moderate strong
Number of observations at the points moderate moderate
Unmodelled non-linear motions strong strong
Inaccurate measurement date weak weak

Also the influence of the selected reference epoch t0, see Eq. (3.7)–(3.9), is investigated. Fig. 4.3
shows the standard deviations of heights and velocities as well as the condition number of the
normal equation matrix N = (A>PA)−1 for different reference epochs t0. The simulated ob-
servations comprise three measurement epochs in the years 1950, 1975 and 2000 at network 1.
Normally distributed observations are simulated using a standard deviation of 1 mm.
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Figure 4.3: Effect of the assigned date of the reference epoch t0 on the estimated height and velocity
precision as well as on the condition of the normal equation matrix.
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For the estimation of vertical rates, the assigned date of the reference epoch does not signifi-
cantly change the precision of the estimates, even if t0 is beyond the total covered measure-
ment period between 1950 and 2000. A slight increase is observed for the height estimates
and a strong increase for the condition of the normal equation matrix. Therefore, a central
location within the analysed observation period is preferable for t0, which does not coincide
with an observation date (∆t 6= 0). For the analysis of levelling data in the URG area, the
reference epoch is set to t0 = 1945.0 (1945-01-01), which is more or less the middle of the total
observation period and without measurements close to that date.
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4.2 Data preparation

In a first step, the levelling data is homogenised and merged into a common database man-
agement system containing two major tables. One table lists the levelling benchmarks and
contains the following information: benchmark number, position coordinates, height value,
survey marker type, brief description of the support of the benchmark, order of the cor-
responding levelling line and gravity value, see Sect. 4.3. The second table lists the mea-
surements and contains information on the following items: start point and end point of
the measurement, date, path length, measured height difference, difference between forward
and backward run, order of the corresponding line, line number, loop number and gravity
correction value, see Sect. 4.3. More information on the structure of the database and the
interaction with KaGeMoV and visualisation tools like ArcGIS are given by Zippelt & Dierks
(2007, p. 8 ff.).

The database management system is used for the import of the data, for line- and point-
related data queries, for editing line and point information, for clearing up of the database on
repeatedly measured benchmarks, described in Sect. 4.2.3, and for the export to KaGeMoV or
to ArcGIS. All position coordinates of the German, French and Swiss levelling benchmarks are
transformed to a common UTM1 zone, which is also used for the combination with GNSS and
InSAR data. In a first step, the data is line-wise exported for different user-defined measure-
ment epochs in order to calculate loop misclosures and check the quality of the measurements
(Sect. 4.2.1). One line of the latest remeasurement of the DHHN (2006–2012) featured a large
systematic behaviour discovered within the quality check. A comparison with former mea-
surement epochs and with a remeasurement of the line as well as possible explanations for
the systematic effect are discussed in Sect. 4.2.2. After the database is cleared up to repeatedly
measured benchmarks, see Sect. 4.2.3, the kinematic network adjustment is applied, firstly as-
suming a linear displacement model at all benchmarks. For several reasons, some benchmarks
do not behave linearly in time and therefore have to be treated in a special way, see Sect. 4.2.4.
The modelling of point displacements is iteratively improved within subsequent adjustments
and therefore considered as a preparation step to the final adjustment result.

4.2.1 Quality check

An assessment of the quality of the levelling measurements is crucial for the usage of the data
within displacement analyses. Therefore, loop misclosures are calculated by summation of all
height differences along lines, starting and ending at the same benchmark. The summation
theoretically should yield zero at the start/end point neglecting measurement inaccuracies
and the influence of gravity. For the German and Swiss measurements, the height differences
are corrected for the influence of gravity using a normal correction, see Sect. 4.3. In the French
height network, gravity measurements are only available along the large first-order loops. For
the other French loops consisting of second-order lines, the influence of gravity still remains
in the loop misclosures.

If a time difference exists between the measurements at a displacing benchmark, a kinematic
loop misclosure is added to the sum of height differences along the loop, discussed by Schlat-
ter (2007, p. 168 f.). As there are sometimes several years between the measurements at a tie
point of adjacent levelling lines, a displacement of the tie point may result in a significant
kinematic loop misclosure. This is observable at French levelling lines crossing a mining area
shown in Fig 4.4. The loop misclosures in the adjacent loops are much larger than in other

1 Universal Transverse Mercator
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areas and depend on the chosen tie point. As the loop misclosures result, by convention,
from a clockwise summation of all height differences along the levelling lines, they have an
opposite sign for the northern and the southern loop in Fig. 4.4, but with similar magnitude.
The height differences along the loop have been measured in 1964 (first-order lines) and 1973
(second-order lines). Benchmark A is located further inside the mining area, and therefore
is more exposed to subsidence compared to benchmark B located at the edge of the mining
area. The usage of benchmark B as junction point between the first- and second-order lines
reduces the loop misclosure by 189 mm.

Figure 4.4: Example for a kinematic loop misclosure caused by a strong displacement at the tie point,
i. e. subsidence in a French mining area.

Loop misclosures for every measurement epoch have been calculated within this work and
are listed in several tables in Appendix A. Tab. A.2, A.3 and A.4 contain the loop misclosures
of the German and Swiss first-order levelling lines used within the URG analysis. In Saarland
also second-order levelling lines are used for the formation of loops and the calculation of
misclosures. In Switzerland one second-order line is used for the formation of loops, i. e. the
connection between Delémont and Sonceboz. The large, about 800 km long French first-order
levelling loop shown in the western part of Fig. 3.3 has a gravity-corrected loop misclosure of
+86.7 mm calculated from the measurements of 1964, see also Duquenne et al. (2007), which
was the latest complete remeasurement of the whole loop. Before 1964, this loop has not been
measured within a short time period, either because the eastern part of the loop was part of the
German Empire or because the measurements had to be interrupted because of World War II.
A loop misclosure mainly calculated from data of the measurement epoch between 1878 and
1895 therefore also contains data from 1922 until 1938 and sums up to −126.6 mm. The second
measurement epoch between 1920 and 1957 was interrupted by World War II and needs to
be connected at one 8 km long section with data measured in 1964. The corresponding loop
misclosure sums up to −196.9 mm. For a further quality check of the French part of the
network, the interior part of the large first-order loop is split into 10 loops comprising first-
and second-order lines. These loops are of a similar size and path length to the German and
Swiss first-order loops. The corresponding loop misclosures, see Tab. A.5, are hence better
comparable. In addition, transnational loops are built from the connection measurements
between the countries. The corresponding loop misclosures shown in Tab. A.6 have the same
order of magnitude compared to the national loops.
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Mean loop misclosures for levelling loops in the URG area are listed in Tab. 4.2 for differ-
ent countries and measurement epochs. For the loops comprising data of a long time span,
the kinematic loop misclosures are minimised by properly selecting the tie points if several
connections are possible. Particularly in the German part of the network, an improvement of
the data quality with time is visible. With a mean loop misclosure of less than 1 mm/

√
km,

all measurements since 1922 are of high quality. In comparison to the other parts of the net-
work, the measurements in the French part are of poorer quality, which is partly due to the
lack of gravity corrections. For the calculation of transnational loops, measurements related
to varying dates have to be used, see remarks 3, 4, 5 of Tab. 4.2. The mean loop misclosures
of these loops comprising measurements from different countries indicate a good fit of the
transnational connection measurements.

Table 4.2: Mean loop misclosures (absolute values) for German, French and Swiss levelling loops at
different epochs.

Region Measurement Loop misclosure Number
epoch (years) (mm/

√
km) of loops

Germany1 1876–1882 1.57 5
1922–1939 0.65 10
1950–1970 0.58 19
1981–19872 0.55 16
2003–2012 0.49 15

France 1878–1896 1.96 5
1920–1957 1.46 8
1964–1973 1.40 10

Switzerland 1906–1928 1.69 2
1949–1997 0.08 2
1978–2008 0.78 2

Transnational 1867-19223 1.37 8
1954-19734 0.91 9
1964-20125 0.63 8

1 Only first order measurements were used, except for the lines in Saarland.
2 Including two loops from Saarland with measurements from 1978 to 1998.
3 All measurements before 1900 except some Swiss lines.
4 Using two observations from 1881 for a connection between France and Switzerland.
5 1964 (first-order lines) and 1973 (second-order lines) measurements from France com-

bined with later measurements from Germany and Switzerland.

4.2.2 Systematic effects at line 638

Within the quality check of the levelling data, relatively large loop misclosures were detected
in two adjacent levelling loops in the BF. As the clockwise calculated loop misclosures of these
two loops carry reverse signs, it is reasonable to assume that the error is related to the levelling
line shared by both loops. Fig. 4.5 shows the location and height profile of line 638, which is
part of loops 611 and 612.

Line 638 was measured in 2007. The gravity-corrected loop misclosures are +24 mm and
−25.9 mm, respectively for loop 611 and loop 612, or 1.4 mm/

√
km (both loops), which is

much higher compared to other loop misclosures in Germany calculated from the levelling
data of the latest measurement epoch, see Tab. 4.2 and A.2. In order to detect possible mea-
surement errors responsible for the large loop misclosures, a static comparison of the heights
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(a) Course of line 638 and loop misclosures using
the measurements of 2007 (A) and 2012 (B).
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(b) Height profile of the benchmarks along line 638.

Figure 4.5: Overview of levelling line 638 in the BF, passing from Hausach (benchmark 7715900006) to
Donaueschingen (benchmark 8017900027).

along line 638 in different epochs is performed using height differences measured since the
1920s. Analogous to the calculation of loop misclosures, a normal correction is applied to the
measured height differences to account for the influence of gravity. As explained in Sect. 3.1.3,
the height of one benchmark has to be fixed within a static comparison of different measure-
ment epochs. Afterwards, the heights of all other benchmarks are calculated by simply adding
the measured height differences for each epoch. Fig. 4.6 shows the height changes starting
at benchmark 7715900006 at Hausach. The height changes of the measurement epochs 1959,
1984 and 2007 are plotted relatively to the first measurement epoch (1927). Only small height
changes are observed until benchmark 7815900024 (located between Triberg and St. Georgen,
BF), which is the highest point along the line, see Fig. 4.5(b). In the further course, the height
changes of the latest epoch systematically drift away from the height changes in proceeding
epochs ending up at a difference of more than 2 cm.
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Figure 4.6: Height changes between the first and later measurement epochs along levelling line 638.
Benchmark 7715900006 is kept fixed. Dates correspond to the average of observation times.
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Based on this result, the southern part of line 638 has been remeasured in 2012. Incorporating
the new measurements to the calculation of loop misclosures, reduces the misclosures of loop
611 and 612 by approximately 8 mm, see Fig. 4.5(a). A static comparison of heights calculated
from the measurements of 2007 and 2012 to the measurement of 1984 is shown in Fig. 4.7.
The remeasurement started approximately 6 km north of benchmark 7815900024. It reduces
the total discrepancy, but still a systematic effect relative to the measurements of the 1980s is
visible.
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Figure 4.7: Height changes between the last two measurement epochs along levelling line 638. Bench-
mark 7715900006 is kept fixed. Dates correspond to the average of observation times. The
black markers denote the remeasurement of the southern part of the line starting at bench-
mark 7815900060.

Possible sources of the systematic effect detected in the 2007 and 2012 measurements of line
638 are discussed in the following. From the raw data of line 638 provided by LGL, several
analyses are performed to assess and pinpoint the error. One can state that (i) both forward
and backward run are affected by erroneous measurements, (ii) the systematic effect was
not observed in former epochs, at least not as strong, and (iii) the measurements from 2007
and 2012 are affected in a similar way, albeit the effect is smaller in the 2012 measurements.
The following error sources are possible candidates for a systematic error occurring in both
backward and forward run measurements:

(i) temperature differences and unilateral exposure to sunlight, see Pelzer (1983, p. 15 f.);
Zippelt (1983, p. 165 ff.),

(ii) refraction, see Heer (1983, p. 251 ff.); Mozzhukhin (2010, p. 110 ff),

(iii) inclination of the touchdown surfaces of the rods and longitudinal and transverse incli-
nation of the rods, see Deumlich & Staiger (2002, p. 273 f.),

(iv) erroneous scaling of the rod, see Deumlich & Staiger (2002, p. 273 and p. 291 f.),

(v) periodic graduation errors at the rod, see Pelzer (1983, p. 12 ff.); Woschitz (2005, p. 242 f.).

The measurements have been carried out between 2007-04-16 and 2007-06-28 and between
2012-03-26 and 2012-05-09. Temperature has been recorded at every set-up and largely varies
between +4 and +34 ◦C for the 2007 measurements, but no significant differences are seen
between the southern, erroneous part of the line and the northern part. In addition, a tem-
perature correction is applied to the raw measurements. Also unilateral exposures to sunlight
may be excluded as an error source as the measurements have been carried out at various
times with varying positions of the sun. Item (ii) is difficult to handle but largely reduced by



68 4 Levelling Analysis

omitting readings at the bottom end of the rod. However, it is unlikely that refraction causes
a systematic effect on the measurements of both forward and backward runs of the 2007 and
2012 measurements. Inclination (iii) and scaling (iv) errors of the rod are again unlikely as
the same pair of rods has been used for the survey of the whole line, but the systematic effect
starts not until benchmark 7815900024. At this benchmark the highest point of the profile is
reached, after which the height of the benchmarks decreases with more or less constant slope,
see Fig. 4.5(b). Periodic errors of the graduation of one or both rods are a candidate for the
systematic effect as they may sum up to large numbers if the readings are performed at loca-
tions with opposite amplitude of the graduation error. In Fig. 4.8 the general measurement
configuration at a levelling line with constant slope is visualised.
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Figure 4.8: Measuring height differences along a line with constant slope.

The relation between slope angle α, height difference h between two rod set-ups and rod
distance d, i. e. the double target distance for equal target distances, follows from Fig. 4.8:

tan α =
h
d
=

1
2 h
1
2 d

. (4.1)

With a constant slope of α = 0.45◦ and a target distance d/2 = 25 m, height differences of
0.4 m result from Eq. (4.1). Assuming a constant instrumental height Hinstr of 1.6 m, the
backsight readings rback are always performed at Hinstr +

1
2 h = 1.8 m and the forsight readings

r f or at Hinstr − 1
2 h = 1.4 m. A relative height error in the system of digital level and coded

rod of only 40 µm between the reading sections 1.4 and 1.8 m at both rods would result
in a systematic error of 0.12 mm for 1.2 m total height difference. In the example given in
Fig. 4.8, the backward reading would be at 1.39998 m and the forward reading at 1.80002 m.
With three instrumental set-ups, the true height differences would be at 3 · 0.4 m = 1.2 m, but
the measured height differences yield 3 · 0.40004 m = 1.20012 m. An error of 0.1 mm per m
height difference corresponds to the order of magnitude of the systematic error observed at
line 638.

The levelling rods are calibrated every year according to DIN1 18717 (DIN, 1996). The mean
scaling error is estimated using different positions on the rod, which also allows for detecting
graduation inaccuracies (AdV, 2009, p. 42 ff.). The coded rods are calibrated without the dig-
ital levelling instrument. However, periodic graduation errors have been found to be related
to the system comprising the digital level and the coded rods (Heister et al., 2005; Gassner &
Ruland, 2006). The periodic error can thus only be detected by system calibration (Woschitz &

1 DIN: Deutsches Institut für Normung e.V. (German Institute for Standardisation)
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Brunner, 2003). Typical values of the maximum amplitude of graduation inaccuracies are be-
tween 50 and 200 µm as published for different level-rod combinations by Takalo et al. (2001);
Takalo & Rouhiainen (2004).

For the Leica digital level DNA03, which was used for the survey of line 638, large periodic
graduation errors occur at two, so-called, critical distances, related to the relative size of the
rod’s code elements and the pixels on the CCD array. The critical distances of the DNA03 at
13.25–13.50 m and 26.65–26.90 m are documented in Leica (2006, p. 16) and further investi-
gated by Gassner et al. (2004); Gassner & Ruland (2006). Several measurements of the survey
of line 638 have been performed within the critical sections, most of them in the erroneous,
southern part of the line.

In the framework of a collaboration of LGL and Graz University of Technology (TU Graz), the
digital level and the pair of rods used for the measurements were brought to the calibration
facility at TU Graz (Woschitz & Brunner, 2003) which, in contrast to other facilities, allows for
a vertical system calibration (Schauerte & Heister, 2005). The system calibration performed
by H. Woschitz and his team revealed systematic effects of up to 200 µm at rod positions
between 1.8 and 2.0 m, which might sum up to large numbers particularly at a levelling line
with constant slope and increased number of readings in this section. Also the effects at
critical distances are larger for the used digital level compared to other DNA03 systems.

For the kinematic adjustment of levelling data presented in Sect. 4.5, the measurements car-
ried out in 2012 have been used for the southern part of the line. The remaining systematic
effect will affect the results. But as there are at least three other epochs available, the influ-
ence is reduced for the vertical displacement rates which represent the mean movement of a
benchmark throughout the whole period of measurements. As systematic effects over large
distances may also be present in other levelling lines, it is thus worth mentioning that height
changes between only two measurement epochs of country-wide levelling networks should
not be used as an indicator for tectonic deformation.

4.2.3 Clearing up on repeatedly measured benchmarks

Only benchmarks which have been measured in at least two epochs are relevant for displace-
ment analyses. Therefore, the height differences have to be cleared up to a set of repeatedly
measured benchmarks before the adjustment is performed. A benchmark might not have been
remeasured in the subsequent epoch, since the track of the line was changed or the benchmark
got lost, e. g. because the support of the benchmark (building, bridge, ...) was demolished. Ac-
cording to Jahn et al. (2011), the continuous destruction rate of levelling benchmarks in the
German height network is 3 to 5 % per year. If a benchmark along a line gets lost, it is usually
replaced by a new one, since the major objective of national levelling networks is to provide
heights for surveying tasks. For the analysis of displacements, benchmarks which have only
been measured once have to be bridged by simply summing up the height differences of the
adjacent measurements. However, more complex cases of benchmarks measured in only one
epoch exist as shown in Fig. 4.9 and 4.10.

A connection to a polar point was measured in all three epochs displayed in Fig. 4.9. Bench-
mark A got lost between 1978 and 2003 and was renewed by benchmark B, resulting in the
situation shown in Fig. 4.9(a), denoted as case I. In the first step of the clearing, benchmark B
and the adjacent measurements remain in the data set. A displacement cannot be estimated
at the benchmark, since it was only measured in one epoch and the polynomial degree of the
displacement model is zero, see Eq. (3.9). As the date of the adjacent measurements might
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(a) Situation before automatic clearing of benchmarks
with polynomial degree zero.

(b) Situation after automatic clearing of benchmarks
with polynomial degree zero.

Figure 4.9: Representative example of a benchmark with polynomial degree zero, i. e. a benchmark
observed in one epoch only, and automatic clearing of the situation (case I).

not be equal, a possible movement of benchmark B could affect the measured height differ-
ences. In this case, a point with polynomial degree zero has the same effect on the network
adjustment as an additional reference point. Fuhrmann & Zippelt (2013, p. 23 ff.) studied
the influence of benchmarks with polynomial degree zero in a network comprising levelling
data in Southwest Germany and Switzerland. The differences of the resulting vertical rates
between an adjustment with and without points with polynomial degree zero are small (98 %
within ±0.1 mm/a). However, the linear rates are pushed towards zero as points with poly-
nomial degree zero and a time difference at the adjacent measurements introduce additional
constraints into the normal equation system. Fig. A.1 in Appendix A shows a comparison
of the effect of points with polynomial degree zero present in the URG network on the re-
sulting vertical rates when different maximum time differences of the adjacent measurements
are tolerated. One can observe that the whole adjustment is heavily pushed towards zero if
a maximum time difference of five years is tolerated, see Fig. A.1(a). For a maximum time
difference of one year (Fig. A.1(b)), the solution is still slightly pushed towards zero. Applying
a maximum time difference of nine months the effect on the vertical rates becomes negligible,
see Fig. A.1(c). It is therefore advisable to either (i) exclude all benchmarks with polynomial
degree zero and a time difference of more than nine months at the adjacent measurements
from the database or (ii) set the polynomial degree manually to one and estimate a linear rate
at these points.

The situation in Fig. 4.9(a) can be solved by temporarily duplicating the measurement to the
polar point and bridging benchmark B, see Fig. 4.9(b). The dates of the original measurements,
which are within nine months, are averaged. This procedure has been automated within a
function of the database management system. Fig. 4.10 shows a more complex case, denoted
as case II, where a new connection point (benchmark C) was introduced at the junction of
three levelling lines. Again benchmark C is characterised by a polynomial degree of zero. In
this case, the situation cannot be easily solved by duplicating one measurement. If no time
difference exists between the adjacent measurements, the point with polynomial degree zero
is kept in the database and only a height is estimated at the point as it does not negatively
influence the normal equation system. If a time difference exists, the polynomial degree is set
to one and a vertical rate is estimated at the benchmark.
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Figure 4.10: Representative example of a benchmark with polynomial degree zero (case II). A new
connection benchmark C was introduced at the junction of three levelling lines.

The clearing of the database to repeatedly measured benchmarks, i. e. a polynomial model
of degree one or more is applicable, reduces the database from 55,494 observations at 30,204
benchmarks to 40,049 observations at 15,816 benchmarks. From the remaining 15,816 bench-
marks, 286 (1.8 %) have a polynomial degree of zero. At 63 of them the maximum tolerated
time difference of nine months is exceeded and the polynomial degree is set to one.

4.2.4 Modelling of non-linear displacements

The functional model of the kinematic adjustment assumes a linear displacement in a first
step, see Sect. 3.1.3. A variance ratio test, see Eq. (3.16), is used to check whether the model
introduced at a certain benchmark fits to the observations. As most of the outliers detected in
the testing of observations are due to an insufficient modelling of benchmark displacements,
it is important to analyse model-related errors in detail. A misfit to the firstly assumed linear
motion can originate from various deformation behaviours. Different displacement types and
corresponding linear and accelerated displacement models are shown in Fig. 4.11.

All types of displacements simulated in Fig. 4.11 correspond to real movements present in the
analysed data set. Most of the tectonic and natural movements measurable in the URG area
within the last century behave linear in time. Accelerated displacements may occur in areas
where groundwater is used, particularly when the amount of extracted water changes with
time. Construction and drilling works carried out between two measurement epochs would
cause an abrupt movement between the epochs. Some benchmarks are directly driven into
the ground (driven piles). They tend to firstly subside relative to the ground before they move
with the ground, resulting in a motion behaviour similar to the red dots in Fig. 4.11. In order
to model non-linear displacements within a kinematic adjustment of the measured height
differences, the following three options are applied at the corresponding benchmarks:

(i) bridge the point by a tie of adjacent observations in one or several epochs,

(ii) split the displacement into two partial displacements, e. g. if there is an abrupt movement
between two measurement epochs,

(iii) increase the polynomial degree.
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Figure 4.11: Modelling of displacement types in the kinematic adjustment of levelling data with poly-
nomial functions of degree 2, blue: nearly perfect linear displacement (subsidence), green:
accelerated displacement (decaying subsidence), black: abrupt displacement between first
and second measurement, no displacement between second and third measurement, red:
abrupt displacement between first and second measurement, no displacement between
second, third and fourth measurement.

The decision which modelling option describes the displacement of a specific benchmark best
strongly depends on the number and temporal distribution of the measurements. All three
possibilities are applied to several benchmarks of the levelling database. The kinematic ad-
justment of the data is optimised step by step utilising the presented statistical tests. In every
iteration, the observations related to the largest test statistics and the corresponding bench-
mark movements are investigated in detail. The data set is then manually optimised until
the adjusted parameter solution converges. Finally, at 206 benchmarks at least one measure-
ment has been bridged, at 61 benchmarks the displacement has been split into two partial
displacements and at 65 benchmarks a polynomial degree of two was introduced.
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4.3 Influence of gravity

Height estimation is closely coupled with the Earth’s gravity field. Globally the gravitational
potential is approximated using spherical harmonics (Heiskanen & Moritz, 1967, p. 20 ff.).
Local or regional variations in the gravity field are observed by in situ measurements using
absolute and relative gravimeters. As the equipotential surfaces of the Earth’s gravity field are
not parallel, levelling measurements between two benchmarks are dependent on the chosen
path. For a levelling loop starting and ending at the same benchmark, the summation of height
differences is theoretically always different from zero if the measurements cross equipotential
surfaces. Gravity measurements have to be carried out at the benchmarks of a levelling line
in order to consider the theoretical loop misclosure.

Different height systems may be deduced depending on the way how measured surface grav-
ity values are applied to the levelled height differences. Heiskanen & Moritz (1967, p. 162 f.)
present the derivation of four height representations, which follow from levelling and grav-
ity measurements: Geopotential numbers, dynamic heights, orthometric heights and normal
heights. While the latter is related to the Quasigeoid, which is not an equipotential surface
and thus not physically interpretable, the other three relate to the Geoid, which represents
the physical shape of the Earth. Leismann et al. (1992, p. 81 ff.) compare different height
systems w.r.t. their characteristics for application as a national height system. In addition,
normal-orthometric heights and ellipsoidal heights are discussed, which are both indepen-
dent of measured gravity values. The authors conclude that normal heights HN according to
the theory of Molodensky (1958) are most appropriate for national height systems. If mea-
sured surface gravity values are not available, normal-orthometric heights HNO may be used
as a substitute for HN , such as for the height systems of Western Germany before 1993 (Heck,
2003, p. 297 f.).

For reasons of economy, gravity measurements are not performed at every set-up of a levelling
campaign. Torge & Müller (2012, p. 253) recommend station distances between 5 and 20 km
for flat areas and between 1 and 2 km for mountainous regions. Gravity corrections for the
height differences are then calculated from interpolated gravity values. The following steps
are used for the calculation of gravity-corrected loop misclosures:

1. Calculation of Bouguer anomalies ∆gB at levelling benchmarks with measured gravity
values, Eq. (4.2)

2. Interpolation of ∆gB at benchmarks without gravity values

3. Calculation of interpolated gravity values at levelling benchmarks without a measured
gravity value, Eq. (4.3)

4. Calculation of the gravity correction between the starting and end point of a measure-
ment, Eq. (4.4)

The interpolation of gravity values is performed using gravity anomalies which describe local
differences of the Earth’s gravity field w.r.t. a normal gravity field depending on height and
latitude, only. Bouguer anomalies ∆gB are smooth in space and therefore commonly used
to interpolate measured gravity values to other locations. Assuming an infinite plate with
constant density for the topographic effect on a gravity value, ∆gB results from the measured
surface gravity value g, the free-air reduction δgF, the Bouguer plate reduction δgP and the
normal gravity value γ0, see Torge & Müller (2012, p. 268):
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∆gB = g + δgF − δgP − γ0

= g +

(
− ∂γ

∂HN HN
)
− 2πGρHN − γ0

= g + 3.086 · 10-6 · HN − 1.119 · 10-6 · HN − γ0 .

(4.2)

The normal gravity γ0 at a given latitude is obtained from the parameters of the reference
ellipsoid, see Heiskanen & Moritz (1967, p. 69 f.). Applying a normal gradient of gravity
∂γ/∂HN = −0.3086 mgal/m, see Eq. (4.5) and Heiskanen & Moritz (1967, p. 131), the gravita-
tional constant G = 6.67248 · 10−11 m3 kg−1 s−2 (Petit & Luzum, 2010, p. 18) and a conventional
density ρ of 2, 670 kg m−3 (Heiskanen & Moritz, 1967, p. 131), ∆gB is calculated for all in situ
gravity measurements and afterwards interpolated to the location of levelling benchmarks
without gravity observations. At these benchmarks a surface gravity value is obtained from
the interpolated Bouguer anomaly ∆gB, int:

g = γ0 − δgF + δgP + ∆gB, int . (4.3)

The gravity correction based on normal heights HN for a measured height difference hj, k
between two benchmarks Bj and Bk is given by Leismann et al. (1992, p. 42); Heiskanen &
Moritz (1967, p. 171):

NCj, k =
gj, k − G0

G0
· hj, k +

γ̄j − G0

G0
· HN

j −
γ̄k − G0

G0
· HN

k , (4.4)

and denoted as normal correction (NC). gj, k is the mean gravity along the levelling section
between Bj and Bk and approximated using the gravity values of the two benchmarks (gj, k =
0.5 · (gj + gk)). G0 is an arbitrary but constant gravity value and γ̄j the mean normal gravity
along the ellipsoidal normal between the benchmark and the quasigeoid.

The gravity value of a point at latitude ϕ and height H above the ellipsoid is given by Taylor
series expansion in terms of H (Heiskanen & Moritz, 1967, p. 78 f.):

γH = γ0 +
∂γ0

∂H
H +

1
2

∂2γ0

∂H2 H2 + . . .

≈ γ0 +
(
−2

γ0

a
(
1 + f + m− 2 f sin2 ϕ

))
H +

(
3

γ0

a2

)
H2

≈ γ0

(
1− 2

a
(
1 + f + m− 2 f sin2 ϕ

)
H +

3
a2 H2

)
.

(4.5)

Applying the parameters a and f , of an rotational ellipsoid and the parameter m describing
the ratio between the centrifugal acceleration and the normal gravity at the equator (Torge
& Müller, 2012, p. 103), γH can be calculated at a given latitude and height, e. g. using the
geometric and physical constants given in the Geodetic Reference System 1980 (GRS80, Moritz,
1984). Torge & Müller (2012, p. 110 f.) provide numerical formulae for the latitude- and height-
dependent calculation of Eq. (4.5) w.r.t. GRS80. γ̄j results from integration of γH from zero
height to HN

j (Heiskanen & Moritz, 1967, p. 170 f.):

γ̄ =
1

HN

∫ HN

0
γHdH

= γ0

(
1− 1

a
(
1 + f + m− 2 f sin2 ϕ

)
HN +

1
a2 (HN)2

)
.

(4.6)
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As measured gravity values are not available for the whole transnational network of levelling
data, a gravity correction based on normal gravity values is used for the kinematic adjustment.
Analogous to Eq. (4.4), a normal-orthometric correction (NOC) is obtained for normal-or-
thometric heights together with the mean value of normal gravity values γH at Bj and Bk
(Leismann et al., 1992, p. 45; Heck, 2003, p. 294):

NOCj, k =
γH, j, k − G0

G0
· hj, k +

γ̄j − G0

G0
· HNO

j − γ̄k − G0

G0
· HNO

k . (4.7)

In this case, γH is calculated w.r.t. a normal gravity field, see Eq. (4.5) and no gravity mea-
surements are needed to calculate the correction. Fig. 4.12 shows a comparison of normal
gravity values γH calculated according to Eq. (4.5) and measured (or interpolated) gravity
values g at a levelling loop in the southern BF. Gravity values of the normal gravity field are
increasing with increasing latitude and decreasing with increasing height. In the southern
and western part of the levelling loop, the observed gravity is close to the normal gravity,
whereas the values largely differ in areas with significant topography. A general tendency
to positive differences between γH and g is observable (γH > g, average value: +33 mgal),
which may result from a reduction of the vertical gradient of gravity in the high mountains
and from a higher density of the rocky underground of the BF compared to the “normal den-
sity” implicitly defined with the parameters of the normal gravity field. Maximum differences
are in the order of +132 mgal at the Feldberg (1,493 m above sea level), the highest mountain
of Baden-Württemberg.

Figure 4.12: Comparison of normal gravity values (circles) and measured gravity values (squares) in
levelling loop 601 (southern BF). Grey background: DEM using SRTM-3 data.

The loop misclosures calculated for the German and Swiss levelling loops listed in Tab. 4.2
and Tab. A.2–A.4 are corrected for the influence of gravity using measured gravity values
along with the NC given in Eq. (4.4). Fig. 4.13 compares the differences between NC and



76 4 Levelling Analysis

NOC along levelling loop 601 in the southern BF. It becomes obvious that the corrections have
similar values in flat areas (line South and line West) and may largely differ in areas with
significant topography (line North and line East). The overall theoretical loop misclosure is
underestimated by about 13.5 mm when NOC is applied instead of NC. As long as the lev-
elling measurements follow a similar path in each measurement epoch and gravity does not
significantly change with time, the gravity corrections of different measurement epochs are
almost identical, as shown with the standard deviations in Fig. 4.13. One can therefore as-
sume that the influence of gravity on the vertical rates resulting from a kinematic adjustment
of levelling data is small. As the vertical rates are differential results of data from several
measurement epochs, the error caused by neglecting the influence of gravity should be sig-
nificantly reduced. In order to investigate the influence of gravity corrections on the resulting
vertical rates, the levelling observations of the lines shown in Fig. 4.12 are used within a kine-
matic adjustment in three different variants: (i) no gravity correction, (ii) NC and (iii) NOC.
The mean value of absolute differences between vertical rates at 1,400 levelling benchmarks of
levelling loop 601 are compared in Tab. 4.3.

Figure 4.13: Comparison of normal correction (NC) and normal-orthometric correction (NOC) calcu-
lated along levelling lines of loop 601. The mean value (± standard deviation) results from
the levelling measurements of four different epochs.

The differences between the variants are small compared to the accuracy level of the resulting
vertical displacement rates of the order of 0.1 mm/a. For the kinematic adjustment of all data
within the URG network, NOC was applied to the height differences. The mean absolute
difference (MAD) of 0.039 mm/a of the vertical rates of variant (iii)–(i) is also small compared
to the standard deviation of vertical rates (mean: 0.18 mm/a). However, at one benchmark a
large difference of -0.291 mm/a is observed. Largest differences in the displacement rates are
observed at benchmarks, which are poorly constrained by the adjacent measurements, i. e. few
measurements with a small temporal difference. At these benchmarks the small differences
in the observations results in relatively large differences in the estimated velocities. For the
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major part of the vertical rates (99.4 %), the differences are within ±0.1 mm/a and therefore
not significant. The estimated standard deviations of (iii) are slightly better compared to (i) at
all considered benchmarks. However, with a reduction in standard deviation of 0.1 to 0.2 %
the increase in precision is small.

Table 4.3: Mean absolute differences (MAD), minimum (MIN) and maximum (MAX) differences be-
tween vertical rates resulting from kinematic adjustment of height differences using different
gravity corrections.

Region Number of Gravity MAD MIN MAX
benchmarks corrections [mm/a] [mm/a] [mm/a]

Loop 601 1,400 (ii)–(i) 0.018 −0.017 +0.087
(iii)–(i) 0.006 −0.012 +0.023
(iii)–(ii) 0.013 −0.007 +0.064

All URG data* 14,098 (iii)–(i) 0.039 −0.291+ +0.139

* Only NOC was calculated and applied to the height differences due to the lack of gravity data in
the French part of the network.

+ Note that this is an extreme outlier. The second smallest value is −0.122 mm/a.
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4.4 Stochastic model

The stochastic model of the kinematic adjustment was already introduced in Sect. 3.1.3. This
section describes the possibilities to model random and systematic errors in KaGeMoV and the
model parameters used within the analysis of levelling data in the URG area (Sect. 4.4.1). In
order to account for inhomogeneities in the database comprising measurements from different
countries, orders and epochs, a classification of the measurements into groups and iterative
variance component estimation is applied. Sect. 4.4.2 presents the relevant formulae as well
as results for a test network and for the whole URG network.

4.4.1 Modelling of random and systematic errors

In order to model random errors inherent to levelling measurements, generally a weighting
proportional to the square root of the length of the levelling path is applied. This relation was
already used for the calculation of heights within the arc measurement between Swinemünde
(Baltic Sea) and Konstanz (Lake Constance), see Seibt (1882, p. 3) and within the first pre-
cise levelling of Switzerland (Hirsch & Plantamour, 1867). For a purely distance-depending
weighting, the elements pl of the weight matrix P result from the variance of a single obser-
vation σl (related to unit length) and the path length dl = dj, k between the corresponding
benchmarks Bj and Bk:

pl =
1

σ2
l · dl

. (4.8)

If one assumes all measurements corresponding to the same path length to be of the same
precision, σ2

l can be incorporated to the a priori variance factor σ2
0 and Eq. (4.8) reduces to

pl = 1/dl .

An additional random error at the starting and end points of a measurement section (σAB) is
added to Eq. (4.8):

pl =
1

σ2
l · dl + 2σ2

AB
. (4.9)

σAB models the uncertainty of the set-ups at the starting/end points of a line, so-called unrest
or noise of the benchmarks, and is independent of the path length. Following Zippelt (1988,
p. 58 f.), an additional random error σδAB at intermediate benchmarks may exist if the point
unrest has different magnitudes at the intermediate benchmarks. This error scales with the
number of intermediate set-ups nB along the line and Eq. (4.9) extends to

pl =
1

σ2
l · dl + 2σ2

AB + (nB − 1) · σ2
δAB

. (4.10)

Systematic errors present in the levelling measurements are considered by adding further
terms to the denominator of Eq. (4.10). Different types of systematic errors are discussed in
detail in Zippelt (1988, p. 59 ff.) depending on path length dl , height difference hl and azimuth
Al of the observations. Tab. 4.4 lists possible systematic error sources and their dependencies.
A full model accounting for all discussed random and systematic errors would describe the
elements of P by

pl =
1

σ2
l · dl + 2σ2

AB + (nB − 1) · σ2
δAB + (b2

1 · dl + b2
2 · hl) + b2

3 · h2
l + b2

4 · (dl cos Al)2
. (4.11)
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Table 4.4: Systematic error sources for levelling measurements depending on the distance dl , the height
difference hl and the azimuth Al of corresponding observations.

Influence factor depending on Parameter in Eq. (4.11)

Graduation error of the rod dl , hl
b1, b2Irregular temperature influences dl , hl

Refraction dl , hl

Scaling error of the rod hl b3Systematic temperature influences hl

Systematic influences of the Earth’s magnetic field dl , Al b4

The magnitude of all introduced random and systematic error parameters in Eq. (4.11) is pre-
viously unknown and has to be assumed. In Fuhrmann & Zippelt (2013) the six random
and systematic error parameters, i. e. σAB, σδAB, b1, b2, b3, b4, have been investigated using
different combinations and quantities applied on data of a levelling network in Southern Ger-
many and Northern Switzerland. In approximately 35,000 adjustments, different quantities
and combinations of the six error types were tested w.r.t. the resulting standard deviations of
the adjusted parameters, yielding only for σAB a value significantly different from zero. For
the stochastic model of the URG network, σl is set to 1.0 mm/

√
km according to the results

of mean loop misclosures in Tab. 4.2. A suitable value for σAB is calculated from several iter-
ations of the adjustment with different parameter values for σAB. The resulting a posteriori
standard deviations and mean standard deviations for the estimated heights and velocities are
compared in Fig. 4.14.
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Figure 4.14: A posteriori standard deviation and mean standard deviations of estimated heights and
velocities for different parameter values of σAB.

For σAB = 0.65 mm, the a posteriori standard deviation falls below the a priori standard
deviation of 1.0 and the overall model test, see Eq. (3.16), is accepted. In addition, the mean
standard deviations of heights and velocities are close to their saturation value at 0.8 cm and
0.2 mm/a for σAB = 0.65 mm. The basic stochastic model applied to the observations therefore
results in

pl =
1

1 mm2/km · dl + 2 · (0.65 mm)2 . (4.12)
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4.4.2 Variance component estimation

To account for inhomogeneities in the accuracy of observations, variance component esti-
mation (VCE) is an effective tool enabling the determination of different levels of variance
for multiple groups of observations. VCE was introduced by Helmert (1907). A statistically
rigorous formulation in matrix notation is given by Koch (1999, p. 230 f.); Teunissen & Amiri-
Simkooei (2008). In general, iterative VCE is applicable to a set of observations in a sensible
way if

• the observations carry significantly different accuracies,

• the accuracies are previously unknown,

• the observations are dividable into groups with different accuracy levels,

• each variance group contains a significant number of observations,

• the adjustment already yields robust results without VCE (σ̂0 ≈ σ0).

Neglecting correlations between different variance groups, the standard form of the covariance
matrix of observations given in Eq. (3.14) is extended to

Cyy =


σ2

1 Q1 0 . . . 0
0 σ2

2 Q2 . . . 0
...

...
. . .

...
0 0 . . . σ2

k Qk

 . (4.13)

The matrices Q1 . . . Qk are calculated based on the weighting model given in Eq. (4.12). Each
group of observations has its own, unknown variance component s = σ2

i (i = 1 . . . k). The
estimates ŝ then follow from the algorithm

W = P− PA(A>PA)−1 A>P = P− PQŷŷP = PQvvP ,
cij = tr(WDiWDj) i, j = 1 . . . k ,

qi = e>PDiPe i = 1 . . . k ,

ŝ = C−1q , with C = (cij) , q = (qi) and

(4.14)

Qŷŷ : Covariance matrix of adjusted observations (n× n)
Qvv : Covariance matrix of residuals (n× n)

Di : Covariance matrix for ith variance group (n× n),
containing non-zero elements only at the position of Qi

k : Number of variance groups .

The estimated variance components are then used as initial values in Eq. (4.13) and the ad-
justment procedure is repeated (iterative VCE). Besides the rigorous Helmert type estimator,
which may be rather time-consuming, several simplifications have been proposed in literature,
discussed in Bähr et al. (2007). A simplified estimator fulfilling the condition for asymptotic
convergence to Helmert’s estimator has been given by Förstner (1979, p. 450):

ŝ =
e>PDiPe
tr(WDi)

. (4.15)
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For a covariance matrix of block-diagonal structure, Eq. (4.15) simplifies to

ŝ =
e>i Piei

ni − tr(N−1 A>i Pi Ai)

=
e>i Piei

tr(qvv, i · pi)

=
e>i Piei

ri
.

(4.16)

This formulation is much easier than the statistically rigorous estimator of Helmert type in
Eq. (4.14).

Further simplifications proposed in literature replace the redundancy number ri by a simpler
expression. Helmert’s simple estimator (Helmert, 1907, p. 358) simply uses the number of
observations within each variance group ni. In Altamimi et al. (2007a) a so-called classical
estimator is presented using

ri = ni −
ni

n
u . (4.17)

The estimators proposed by Kubik (1967) and Persson (1980) both use differences between
ni and the total number of unknowns u or a subset of u, respectively. For the kinematic
adjustment of levelling data available in the URG area, ni is smaller than u, or the subset of u.
Thus, the denominator in Eq. (4.16) would become negative. The different methods of VCE
are summarised and compared w.r.t. their applicability for a kinematic adjustment of levelling
data in Tab. 4.5.

Table 4.5: Comparison of different methods of VCE

VCE method Solvability Convergence

Helmert (rigorous) yes less than 10 iterations
Förstner yes more than 20 iterations
Classical estimator yes divergent
Helmert’s simple estimator yes divergent
Kubik’s estimator no –
Persson’s estimator no –

A comparison of VCE based on three different methods is performed for an iterative adjust-
ment of a sub-network with 2,521 observations and 10 groups, classified by date, i. e. five
different epochs, and state, i. e. Baden-Württemberg and Rheinland-Pfalz. The behaviour of
the variance components with 30 iteration steps is shown in Fig. A.2 in Appendix A. For the
classical estimator, the iterative solution does not converge and some variance components
increase with each iteration. The rigorous Helmert estimator (Eq. (4.14)) and Förstner’s sim-
plification (Eq. (4.16)) deliver nearly the same results for the variance components, but need a
different number of iteration steps. Helmert’s method converges faster (within 10 iterations),
but needs much more computation time for a single evaluation as full matrices have to be
used. Förstner’s method needs more than 20 iterations for convergence but is much faster
in every step as only the block-diagonal elements of the matrices are used. The difference in
the estimated variance components by the two methods after 30 iteration steps is about 2 %.
This leads to a mean value of absolute differences in velocity estimates between Helmert’s
and Förstner’s method of 0.04 mm/a (90% within ±0.01 mm/a), which is much smaller than
the precision of the estimated velocities in the sub-network (mean value 0.14 mm/a). As the
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computation time of the rigorous method of iterative VCE strongly increases with an increas-
ing number of observations, only Förstner’s method is applied to the data of the whole URG
network.

For the application of VCE, an appropriate classification of the data set into groups with a
sufficient number of observations per group is needed. Tab. 4.6 presents the classification of
levelling data in the URG network resulting from the national responsibility and temporal
distribution of the data. The levelling data is divided into four major measurement epochs.
As most of the data of the network is located in Germany, two groups of German data were
formed (first- and second-order lines), additionally to a group of data from the French and
Swiss part, respectively. In total, the 40,049 measured height differences are divided into 16
groups. The number of observations assigned to each group is also listed in Tab. 4.6. The two
German groups contain the major part of observations (over 80 %). The Swiss group is the
smallest one, but well distributed over time. In contrast to the German and French national
networks, where complete remeasurements of the first order loops are carried out within a
specific period of several years, the Swiss national network is periodically remeasured in parts,
see Schlatter (2007, p. 138). The French data set is not equally distributed over time as only
few observations stem from the last period (about 3 % of the French data). This fact, together
with the poorer data quality, leads to higher variance components for the French data.

Table 4.6: Groups used for VCE including the measurement period (years) and the number of obser-
vations ni per group. D1: Germany first-order, D2: Germany second-order, F: France, CH:
Switzerland

Class Epoch 1 Epoch 2 Epoch 3 Epoch 4
Period ni Period ni Period ni Period ni

D1 1922–1939 1504 1950–1978 4736 1980–1994 4875 1996–2012 4692
D2 1875–1942 1149 1949–1979 6720 1980–1994 3221 1995–2012 5484
F 1878–1897 701 1920–1939 1953 1947–1973 3207 1986–2012 212
CH 1867–1911 333 1917–1949 266 1953–1978 408 1980–2009 588
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Figure 4.15: Variance components for iterative VCE of 40,049 observations of the URG levelling net-
work containing data from Germany, France and Switzerland. The corresponding variance
groups are defined in Tab. 4.6, black: D1, grey: D2, blue: F, red: CH.
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The iteratively estimated variance components of the 16 groups displayed in Tab. 4.6 are
shown in Fig. 4.15. The variance components of the French data group are significantly larger
than the variance components of the other groups, whereas no significant difference between
German measurements along first- and second-order lines is visible.

The influence of VCE on the estimated displacement rates and their accuracies is investigated
in detail. Fig. 4.16 compares the standard deviations of displacement rates before and after
iterative VCE is applied. Before VCE is applied, the standard deviation is mainly characterised
by an increase with distance to the reference point resulting from the distance-depending
weighting of observations. Some levelling lines with significantly higher standard deviations
are visible in Fig. 4.16(a), mainly resulting from a low number of observations, i. e. benchmarks
measured only in two epochs with a rather short time difference. After the application of
VCE, poorer standard deviations in the French part of the network are observed. This result is
reasonable as it reflects the data quality as well as the temporal and spatial distribution of the
data in the French part. The influence of VCE leads to a mean change in displacement rates of
0.07 mm/a (mean of absolute differences) with about 15 % of the differences being less than
−0.1 mm/a and 5 % larger than +0.1 mm/a. Particularly the regions adjacent to the French
part show significant changes in the vertical rates.

(a) without iterative VCE (b) after iterative VCE

Figure 4.16: Standard deviation of vertical displacement rates in the URG levelling network before and
after application of iterative VCE
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4.5 Resulting surface displacements

Within this section, the results of the kinematic adjustment of levelling data are shown.
Sect. 4.5.1 presents the final set of levelling data focussing on the number and temporal cov-
erage of measurements at the benchmarks. In Sect. 4.5.2 some remarks on the selection of
the reference point defining the datum of the adjustment are given. The vertical rates result-
ing from the adjustment of 40,049 observations are filtered for outliers (Sect 4.5.3) and finally
presented and discussed in Sect. 4.5.4.

4.5.1 Data set for the kinematic adjustment

After the pre-processing steps described in Sect. 4.2 have been performed, the database is
reduced to a set of consistent observations at repeatedly measured benchmarks. The location
of the remaining benchmarks and the number of measurement epochs of the corresponding
height differences is shown in Fig. 4.17. The German first-order lines have been observed in
four or more epochs, whereas only some second-order lines have been observed in more than
two epochs. The French first-order levelling loop has only partly been observed in three or
more epochs, the second-order lines have mainly been measured in two epochs. In Switzer-
land the junction points have been observed in three or more epochs, but some of the connect-
ing lines only in two epochs.

Figure 4.17: Number of measurement epochs at the levelling benchmarks. An additional measure-
ment epoch is counted if a time difference of at least seven years between corresponding
measurements at a benchmark exists.
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If a benchmark has been measured in only two epochs with a short time difference, the ac-
curacy of the corresponding vertical rates is lower compared to benchmarks which have been
measured in several epochs and cover a longer time span, see Fig. 4.16. Tab. 4.7 shows point-
wise redundancy numbers ri and standard deviations for benchmarks covering a large overall
time span T compared to the mean values for all benchmarks used in the kinematic ad-
justment. In general, benchmarks which exist over a long period are also observed more
frequently. Thus, these benchmarks strongly contribute to the overall redundancy of the ad-
justment. The historical benchmarks and measurements therefore largely contribute to the
accuracy of the vertical rates even if the precision of the measured height differences is lower
compared to later measurements, see Tab. 4.2.

Table 4.7: Influence of the temporal coverage of measurements at levelling benchmarks on the kine-
matic adjustment. Benchmarks classified as outliers, see Sect. 4.5.3, are excluded. MPR:
mean point-wise redundancy number, MSTD: mean standard deviation of vertical rate.

Number MPR MSTD [mm/a]

Benchmarks with T > 100 years 178 2.86 0.140
Benchmarks with T > 90 years 450 2.77 0.151
Benchmarks with T > 80 years 978 2.65 0.144
Benchmarks with T > 70 years 2,276 2.52 0.169
Benchmarks with T > 60 years 4,103 2.42 0.168
Benchmarks with T > 50 years 7,270 2.33 0.168
All benchmarks with estimated rates 14,098 1.12 0.183

The kinematic adjustment is applied to the data set in many iterations as the displacement
model of several benchmarks has to be adapted and the corresponding observations of differ-
ent epochs have to be checked, see Sect. 4.2.4. Many of the benchmarks with a model misfit
are for instance located in one of the mining areas of the investigation area, see Fig. 2.9 and
Tab. 2.2. At more than 60 % of the benchmarks with a model misfit, it is sufficient to bridge
the corresponding observations of at least one epoch at the benchmark. The final number of
observations and parameters of the kinematic adjustment is given in Tab. 4.8.

Table 4.8: Key numbers of the kinematic adjustment.

Number of observations (n) 40,049
Number of benchmarks 15,816
Number of estimated heights 15,815
Number of linear coefficients 15,592
Number of accelerated coefficients 65
Total number of unknowns (u) 31,472
Degree of freedom (n− u) 8,577

4.5.2 Selection of the reference point

As the normal equation system of the kinematic adjustment has a rank deficiency, the datum of
the levelling analysis has to be defined. Choosing the single reference point model described
in Sect. 3.1.3, Eq. (3.13), the following requirements for the selection of the reference point are
desirable:
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(i) small (or well-known) displacement within the analysed period,

(ii) measured in several epochs over a long time span,

(iii) located in the centre of the network.

If the reference point is exposed to uplift or subsidence, all estimated vertical rates are shifted
by the reference point displacement. A subsidence of e. g. 1 mm/a at the reference point
would result in a relative uplift of 1 mm/a at all other benchmarks (additionally to their own
movement) if the reference point is introduced with a vertical rate of zero. If the reference
point is exposed to a non-linear movement, a model-related error is introduced to the net-
work adjustment. It is therefore advisable to include additional information on the geological
setting of the investigated area for a proper selection of the reference point. To ensure a ro-
bust integration into the network adjustment, the reference point should be measured at many
epochs (ii). As the precision of the estimated parameters decreases with the distance to the
reference point, a central location within the network is preferable (iii).

A reference point located in a presumably stable region at the east side of the BF is selected,
see Fig. 3.3 or Fig. 4.18. The corresponding benchmark is mounted at a church in the city of
Freudenstadt, founded on triassic rocks. As a junction point of three levelling lines, it was
measured at the following dates: 1933, 1938, 1956, 1957, 1960, 1968, 1986, 1987 and 2007 and
is therefore well-integrated in the levelling network. In a distance of approximately 4.5 km to
the reference point, a group of five subsurface benchmarks was established in 1960 denoted as
major levelling benchmarks of the Federal State of Baden-Württemberg (Landesnivellement-
hauptpunkte, LNH), see LVBW (1983, p. 10). Tab. 4.9 shows a height comparison between
the five benchmarks relative to the reference point in Freudenstadt. The differences between
heights of different measurement epochs are below 2 mm at all points, which means that
the relative movement between the five LNH (benchmark number 7516900080, 7516900083,
7516900085, 7516900087, 7516900089) and benchmark 7516900006 is well below 0.1 mm/a.

Table 4.9: Height changes between different measurement epochs at the major levelling benchmarks of
Baden-Württemberg w.r.t. the reference point 7516900006 located at Freudenstadt, BF. The
heights are directly calculated from the measured height differences without prior adjust-
ment or error calculation.

Year of Height [m] at benchmark
measurement 7516900006 7516900080 7516900083 7516900085 7516900087 7516900089

1960 730.6400 805.0604 807.2302 807.1410 804.2515 808.8991
1987 730.6400 805.0600 807.2298 807.1409 804.2516 808.8993
2007 730.6400 805.0592 807.2313 807.1423 804.2532 808.9006

Height changes [mm]

1987− 1960 0.0 −0.3 −0.4 0.0 0.2 0.2
2007− 1987 0.0 −0.9 1.6 1.3 1.5 1.3
2007− 1960 0.0 −1.2 1.2 1.3 1.7 1.5

Estimated vertical rate from kinematic adjustment [mm/a]

– 0.01 0.05 0.05 0.06 0.05

The estimates for the vertical rates from the kinematic adjustment (also given in Tab. 4.9)
confirm that the chosen reference point is not exposed to a significant displacement relative
to the group of subsurface benchmarks. However, as long as the results are regarded and
interpreted as relative displacements w.r.t. the reference point and not as an absolute motion,
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also a reference point with a large displacement might be selected. The transition of one
solution to another is easily feasible by means of an S-transformation (Baarda, 1968; Teunissen,
2006, p. 39 f.). In Appendix A the resulting vertical rates when using a different reference point
are displayed. In Fig. A.3 a reference point which is directly mounted at the bedrock is chosen.
Only small differences are visible w.r.t. the reference point located in Freudenstadt. In Fig. A.4
a reference point located within a subsidence area close to the city of Landau is used, see
Sect. 4.6.2. The vertical rates of all other benchmarks are shifted by about +3 mm/a. Tab. 4.10
summarises the results of the kinematic adjustments using different reference points.

Table 4.10: Comparison of vertical rates from kinematic adjustment using different reference points.
FDS: Freudenstadt, STD: Standard deviation.

Reference point Relative rate w.r.t. Mean rate Mean STD of Mean STD of differences
location FDS [mm/a] [mm/a] rates [mm/a] in rates w.r.t. FDS [mm/a]

Freudenstadt – −0.092 0.183 –
Laufenburg +0.067 −0.159 0.185 0.000
Ramonchamp −0.050 −0.052 0.421 0.001
Landau −7.872 +2.964 0.225 0.004

The mean vertical rates of the adjustment solutions using a reference point in Laufenburg and
Ramonchamp are shifted by the relative vertical rate estimated in the adjustment using the
reference point in Freudenstadt (Freudenstadt-solution). The reference point located in Lan-
dau is modelled by an accelerated displacement within the adjustment. The relative vertical
rate given in Tab. 4.10 is therefore not representative for the linear movement of the bench-
mark as shown in Fig. 4.11. The vertical rates using the reference point located at Laufenburg
are comparable to the Freudenstadt-solution regarding the mean standard deviation of rates
and the low standard deviation of the differences, which means that the vertical rates of both
solutions are purely shifted against each other. For a reference point located in Ramonchamp,
the standard deviations of vertical rates are on a higher level, which may be explained by the
poor integration of the reference point within the network along a levelling line with relatively
high standard deviations w.r.t. the Freudenstadt-solution, see Fig. 4.16(b). Besides the large
shift and the higher standard deviations of vertical rates for the solution using the subsid-
ing benchmark in Landau, a higher dispersion in the differences to the vertical rates of the
Freudenstadt-solution is observed. The non-linear behaviour of the selected reference point in
Landau also contaminates the vertical rates of other points in the network and does not result
in a pure shift.

4.5.3 Outlier handling

The linear displacement rates at 65 benchmarks, at which an additional accelerated coefficient
is estimated, shall not be displayed in the final result for vertical rates as the linear coefficient
in this case may not be representative for the movement, see Fig. 4.11. In addition, the vertical
rates at benchmarks observed in one epoch only, but with a polynomial degree set to one
because of a short time difference of adjacent measurements are excluded, see Sect. 4.2.3. The
displacement of these benchmarks is not estimable with significance due to the short time
difference (σv ∼ 1

∆t , see Sect. 3.1.3). This reduces the data set of vertical rates to 15,464.

Some of the remaining vertical rates are significantly larger than the rates of benchmarks in the
neighbourhood. In most cases, the large displacement rates of these points have non-tectonic
reasons. Large subsidence rates at single benchmarks are often caused by a movement of the
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support of the benchmark, e. g. building, bridge, driven pile, w.r.t. the ground. At 1 % of the
benchmarks a vertical rate below −2 mm/a is observed. Large uplift rates occur more rarely
(0.3 % of rates larger than +2 mm/a) and may be caused by construction works or a mismatch
of benchmark identities. As this work is mainly interested in tectonic displacements, outliers
are filtered out using a spatial filtering of the vertical rates described in Zippelt & Dierks
(2007). The filter tests all rates within a 5 km × 5 km moving window for outliers. The
residuals w.r.t. an adjusted “plane” calculated from the vertical rates are statistically analysed
in every window position. In order to improve the performance of the spatial filter, the
largest displacement rates are previously excluded from the dataset (101 vertical rates less
than −5 mm/a or larger than +2.5 mm/a). The vertical rates at 1,265 benchmarks (8 %) are
excluded within the spatial filtering of outliers.

For a better interpretation of subsidence and uplift rates, a geological assessment of the quality
of a levelling benchmark is advisable, e. g. performed for benchmarks in Southern Germany
and Northern Switzerland by Fuhrmann & Zippelt (2013). Within the assessment, the bench-
marks are visited in situ and classified w.r.t. the geological setting and the stability of the
support of the benchmark. Based on the classification, different visualisations of the resulting
velocity field are possible displaying only high quality benchmarks or benchmarks mounted
directly at bedrock. This kind of filtering may deliver a detailed insight into the tectonic dis-
placement field of a region. Since the geological assessment is very time-consuming, such
a filtering has not been performed for the total set of benchmarks of the URG levelling net-
work.

4.5.4 Discussion of final results

The final result for the remaining 14,098 vertical rates from kinematic adjustment is displayed
in Fig. 4.18. The standard deviations of the estimates are shown in Fig. 4.16(b). With a
mean value of 0.18 mm/a (90 % < 0.3 mm/a), the standard deviations are small compared to
standard deviations of the estimates from GNSS and InSAR, see Sect. 5.3 and 6.5, respectively.
Most of the vertical rates (93 %) are in the range of −0.5 to +0.5 mm/a, which leads to the
conclusion that the URG area is exposed to small deformations compared to other regions on
Earth, e. g. close to plate boundaries or active volcanoes.

Particularly, east of the river Rhine, the spatial resolution is high enough for an interpretation
of the vertical velocity field w.r.t. local and regional deformation processes. West of the river
Rhine an interpretation is more difficult because of the sparse spatial resolution and the poorer
accuracy, see Fig. 4.16(b). Most of the vertical rates in the French part of the network are larger
than the rates in the other regions which is partly due to the data quality as well as temporal
and spatial resolution of the measurements. In general, the estimated rates are smaller than
results presented in previous investigations of levelling measurements in the URG area where
less data were available (Mälzer et al., 1983, 1988; Zippelt, 1988; Demoulin et al., 1998).

Some non-tectonic features are still visible in the vertical rates, even if large outliers and
strongly non-linear movements have already been filtered out. Most of these features are re-
lated to the underground activities presented in Sect. 2.4. The subsidence close to the city of
Landau coincides with oil extraction since 1955 and is further investigated in a static height
comparison (Sect. 4.6.2) and in combination with GNSS and InSAR data (Sect. 6.5.5). The large
subsidences and uplifts at the border between France and Saarland, Germany (near the city of
Saarbrücken), are caused by coal mining activities in northern Lorraine and southern Saarland,
mainly between the beginning of the 19th century and the end of the 20th century. The level-
ling line crossing the VG in E–W direction follows the Silver Valley (Val d’Argent), where silver
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Figure 4.18: Vertical displacement rates in the URG area after spatial filtering of outliers. The displace-
ment rates are calculated using levelling data covering a period from 1867 to 2012. The
reference point is located at a church in Freudenstadt (8.411◦E, 48.463◦N).

was extensively extracted in the Middle Ages. The system of pits and underground tunnels
still exists, possibly inducing the subsidence of the levelling benchmarks located in this area.
The larger subsidences north of Strasbourg are possibly caused by mining of quartz sand and
gravel in the vicinity of the levelling benchmarks. In the area of Mannheim/Ludwigshafen,
the subsidences of about −0.5 to −1.0 mm/a are at least partly caused by groundwater ex-
traction for industrial purposes. A strong correlation between the groundwater level and the
subsidence is visible from static comparisons of levelling data, where a low groundwater level
between the 1960s and 1980s correlates with velocities larger than 1 mm/a. From hydrogeo-
logical models and historical groundwater records, Wolf (2014, p. 50 ff.) found that these local
subsidence processes in Mannheim/Ludwigshafen last over several decades causing a total
subsidence up to 1 m.

A proper separation of anthropogenic surface deformations from tectonic movements is chal-
lenging and needs information from various geosciences. Nevertheless, the rates shown in
Fig. 4.18 allow for the derivation of some general tectonic features, which fit well to the geolo-
gical and tectonic context of the URG (Illies, 1979; Illies et al., 1981). The graben itself is mainly
subsiding with velocities of about −0.2 to −0.5 mm/a, caused by a superposition of tectonic



90 4 Levelling Analysis

subsidence and sedimentary load, see Eisbacher (1996, p. 249 ff.). The shoulders of the graben,
particularly the BF in the east, the Palatinate Forest and the VG in the west reveal slight up-
lifting tendencies up to 0.3 mm/a relative to the reference point located in Freudenstadt, see
Sect. 4.5.2. The subsidence pattern in the region south of Stuttgart (−0.2 to −0.4 mm/a),
studied based on the results of this work by Tschan (2013), may at least partly be caused by
natural geochemical processes in the subsurface. The two levelling lines crossing the Swabian
Jura reveal a slight uplift of about 0.1 mm/a, which is documented by Strasser et al. (2009)
from a geological point of view and likely causing the karstification of the Swabian Jura. The
uplift tendency towards the northwest Alpine foreland, particularly west of Zürich, was al-
ready observed in previous publications (Schlatter, 2013; Fuhrmann et al., 2013b) and is part
of the Alpine uplift which increases to more than 1 mm/a in the Central Alps. Although the
rates in the French part of the network seem to overestimate the real movements, the trend is
mostly compatible with geological and tectonic settings. This holds particularly for the uplift
in the northwestern part of the network, which might be a tail of the Plateau Uplift of the
Rhenish Massif (Illies & Fuchs, 1983).

In order to investigate the movements of the graben w.r.t. the shoulder areas, four velocity
profiles are derived from the estimated rates. Fig. 4.19(a) shows the location of the profiles
crossing the graben in W–E and WNW–ESE directions. The profiles use all data perpendicular
to the profile axis within a buffer of 1 km and display the vertical rates and the standard
deviations along the axis from west to east.

Profile 1 in Fig. 4.19(b) nicely illustrates the relative uplift of the Palatinate Forest west of the
URG w.r.t. the graben. The transition zone is well-documented by several groups of levelling
benchmarks revealing a smooth gradient when crossing the western border fault (WBF). The
relative subsidences are largest in the eastern part of the graben where the Heidelberger Loch
is located, see Sect. 2.2. East of the graben the vertical rates are increasing, however, the
rates do not reach the same vertical level of the part west of the graben. At profile 2 only
few benchmarks are located within the graben. About 20 km before the WBF is reached a
descending gradient can be observed, which may be connected to the Saverne depression
zone. At the eastern border fault (EBF), an ascending gradient is present followed by stronger
subsidence east of the graben, which is likely connected to the loose fluvial sediments present
at the benchmark locations along a river valley towards the BF. Along profile 3, the observed
displacement rates are small. However, one can observe an ascending gradient from the centre
of the graben to the BF. Profile 4 again contains only few benchmarks in the western part. The
relative uplift in the centre of the graben determined by only a few benchmarks is possibly
superimposed by non-tectonic deformation. The largest subsidence is found in a tectonically
active part, in which two branches of the Rhine river fault (RRF) are located, investigated in
detail in Sect. 4.6.1. A large ascending gradient is then observed along the further course of
the profile crossing the EBF towards the BF.

In general, it can be stated that the northern and the southern segment of the URG are ex-
posed to larger tectonic movements compared to the central part, which reveals only small
deformation gradients. From a scientific point of view, it would be desirable to have repeated
levelling measurements along profiles similar to the ones shown in Fig. 4.19(a), in order to
study the tectonic settings of active faulting in the URG and its border areas. However, the
resulting vertical rates presented in Fig. 4.18 and 4.19 deliver important boundary conditions
for numerical models of faulting mechanisms in the URG area.
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(a) Location of the profiles
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(b) Vertical rates along the profiles 1–4 (from up to
down). Red line: moving average of the rates.

Figure 4.19: Profiles of vertical rates crossing the URG from western to eastern directions. The locations
of the profiles are given w.r.t. a geological map provided by OneGeology (BGS, 2015, leg-
end given there as well and partly in Fig. 4.20(a)) and faults given by Peters (2007, p. 166).
Yellow dots represent the location of levelling benchmarks of the analysed network. WBF:
western border fault, EBF: eastern border fault, RRF: Rhine river fault. The green error
bars in (b) represent the standard deviations of vertical rates resulting from the kinematic
adjustment.
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4.6 Static comparisons along levelling lines

The principle of a static comparison of levelled heights was already introduced in Sect. 3.1.3.
Starting at a presumably stable point, heights are calculated by subsequently adding the mea-
sured height differences between levelling benchmarks. Height changes then follow from a
comparison of the heights of different measurement epochs. A static comparison of heights
along a levelling line crossing a fault enables detailed insight into surface movements related
to tectonic activity of the fault. Resulting height changes along fault-crossing levelling lines in
the southern URG are presented in Sect. 4.6.1. In addition, a static comparison is useful if the
temporal characteristics of a (anthropogenic) deformation phenomenon shall be investigated.
Sect. 4.6.2 presents a case study of strongly non-linear surface movements close to the city
of Landau, where oil is extracted since 1955. Both analyses shown within this section use
the static approach based on raw levelling measurements which have only been corrected for
the influence of gravity using a normal correction along with measured surface gravity, see
Sect. 4.3.

4.6.1 Levelling lines close to Freiburg

A static comparison of heights in different epochs is performed in the southern URG close to
Freiburg, where a first-order levelling line crosses the eastern border fault (EBF). The tectonic
situation in this area is complex with several faults and fault blocks located in the graben.
The first-order levelling lines and the geological setting of the area are shown in Fig. 4.20(a).
Starting at benchmark A (right-hand side in Fig. 4.20(a)), heights are calculated for the bench-
marks along levelling lines 603 and 601 as well as along levelling lines 603 and 639. Different
measurement dates within one epoch are neglected. Due to its small displacement rate from
kinematic adjustment (−0.02 mm/a) and its geological situation, benchmark A is considered
to be stable. Furthermore, benchmark A was measured in all four epochs and is therefore
taken as a reference point for the static analysis. In Fig. 4.20(b) the height changes between
the first and the subsequent measurement epochs are shown along both tracks between bench-
mark A and benchmark E and between benchmark A and benchmark Z, respectively.

Following benchmarks B–C–D–Y, the lines 601 and 639 cross several fault strands. Between
benchmark B, located in front of the EBF near Freiburg, and benchmark C, located close to the
western border fault of the Schönberg block (SBB), a significant subsidence is visible during
all measurement epochs. Following line 601 towards south a strong anomaly caused by min-
ing activities becomes obvious close to benchmark E. From 1928 to 1973 potash was extracted
close to the village Buggingen located in the URG, see Röhr (2014). The mining activities lead
to a subsidence of more than 6 cm between the first and the second measurement epoch at
benchmark E. Between the second and the third measurement epoch the subsidence accumu-
lates to about 10 cm. Finally, between the last two measurement epochs, and thus after potash
mining was stopped, only a small additional subsidence is seen (Fig 4.20(b), top). This exam-
ple shows that anthropogenic influences may significantly superimpose potentially existing
tectonic deformation patterns in the URG. However, it is hard to believe that local mining ef-
fects are responsible also for the negative height changes near Freiburg (at benchmarks B–C),
which is located at a distance of more than 20 km.

Along levelling line 639 shown in Fig 4.20(b), bottom, a sudden negative height change is
visible at benchmark Y, which is close to a crossing point between the Weinstetten Fault
(WSF) and the RRF. Towards benchmark Z the displacements are decreasing ending up close
to zero. A mining effect is not known for this area. Fig. 4.21 shows a comparison of the last
two campaigns, where a larger number of revisited benchmarks allows for a more detailed
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(a) Location of the levelling lines and benchmarks
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(b) Height changes along levelling lines 603 and 601
(top) and along levelling lines 603 and 639 (bot-
tom).

Figure 4.20: Height changes between the first epoch and later epochs along levelling lines close to
Freiburg. Benchmark A is kept fixed. Dates correspond to the average of observation
times. The location of the lines and benchmarks is given w.r.t. a geological map including
faults provided by OneGeology (BGS, 2015). EBF: eastern border fault, RRF: rhine River
fault, WSF: Weinstetten fault, SBB: Schönberg block.

study. It turns out that the already mentioned significant height change between benchmarks
B–C coincides with the location of the EBF, see Fig. 4.20(a). The subsidence accumulates to
1.0–1.5 cm in 22 years and prevails until benchmark Y. Close to this benchmark, the levelling
line crosses the RRF, which is marked by a sudden offset of about −0.7 cm. Afterwards, the
subsidences are decreasing, reaching the zero level within three kilometres.
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Figure 4.21: Height changes between the latest two measurement epochs along levelling lines 603 and
639. Benchmark A is kept fixed, dates correspond to the average of observation times.
EBF: eastern border fault, RRF: Rhine river fault.

There are some arguments that the levelling results on lines 603 and 639 reflect ongoing tec-
tonic processes. The subsiding area is situated in or at least close to a releasing bend regime
caused by a trend change of the URG from N to NNE (Buchmann & Connolly, 2007). Accord-
ing to Behrmann et al. (2003), the levelling lines cross actively moving fault segments between
B–C (EBF) and near Y (RRF). Fault activity is deduced from recent earthquake clusters, see
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Fig. 2.8, their hypocentres fitting well to the downdip projections of the faults. Taking into
account that the fault planes near the eastern border of the URG dip towards west or south-
west, the observed subsidence is compatible with normal faulting or oblique strike slip in a
transtensional regime. This fits to the conclusions of Lopes Cardozo & Behrmann (2006) who
obtained a predominating normal faulting mechanism along the RRF south of 48◦N from a
compilation of fault plane striation measurements at geological outcrops of the URG main
border faults. Thus, the levelling results may be interpreted as indicators for active faulting
south of Freiburg.

Although the temporal resolution of the levelling campaigns is rather coarse, the sequence
shown in Fig. 4.20(b), bottom, suggests that the observed subsidence is not due to episodic
slip but rather reflects continuous motion. However, the rates seem to be larger between the
second and third epoch (1959–1983), indicating that the deformation process is either non-
linear in time, or that systematic effects deteriorate the determination of height changes, see
Sect. 4.2.2. Another important issue is whether the inferred slip occurs on creeping or locked
faults. At an aseismically creeping fault segment, a relative offset between two benchmarks
located on different sides of the fault would be observable in the heights of different mea-
surement epochs, as for example near benchmark Y. In contrast, the gentle slopes of the
displacement profile between km 28–33 and km 47–50 in Fig. 4.21 are more compatible with
a fault model that is effectively locked in the upper part of the crust and stably sliding below.
This conclusion is in contrast to the findings of Demoulin et al. (1998), who concluded that
the faults in the southern URG are creeping aseismically.

The discussion demonstrates that the archived levelling data of the surveying authorities en-
ables to deliver detailed information on fault movement and tectonic deformation in the URG
area. However, a potential interference with non-tectonic processes has always to be kept in
mind. Long-term hydrological trends result in changes of the pore pressure and likely influ-
ence the vertical motion measured at the surface. Provided that the faults create impermeable
barriers for groundwater flow or pore pressure diffusion, a regional subsidence phenomenon
delineated by faults as observed in Fig. 4.21 is conceivable. Additional information is neces-
sary for a separation of effects and a proper interpretation of the resulting height changes at
the surface.

4.6.2 Levelling lines close to Landau

The second example for a static analysis deals with an interesting surface deformation close
to the city of Landau in the northern URG. The vertical rates from kinematic adjustment
already show significant subsidences of 3 mm/a and more north of Landau, see Sect. 4.5.4,
shown in detail in Fig. 4.22(a). Within the iterative adaption of the displacement model as
described in Sect. 4.2.4, nine benchmarks close to Landau had to be handled in a special way
to model their non-linear motion behaviour. As oil is extracted north of Landau since 1955,
it seems reasonable that the observed subsidences are related to the anthropogenic activities
and corresponding compaction of the ground. The levelling line crossing Landau and the oil
field from south to north was measured in seven epochs, and is therefore optimally suited
to investigate the temporal characteristics of the displacements in detail. A static comparison
of the available levelling data measured between 1955 and 2009 was performed by Wampach
(2012). Fig. 4.22 shows the location of analysed benchmarks along the levelling line running
from Kandel to Neustadt via Landau, as well as the resulting height changes from the static
comparison of levelling data.
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(a) Vertical rates at levelling benchmarks from
kinematic adjustment
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(b) Height changes at the levelling benchmarks w.r.t. the first
epoch (1955, top) and w.r.t. the last epoch (2009, bottom).

Figure 4.22: Height changes at levelling benchmarks along the levelling line Kandel–Landau–Neustadt
(northern URG). A benchmark in Kandel is kept fixed and used as starting point of the
analysis. Dates correspond to the average of observation times.

In Fig. 4.22(b), top, the first measurement epoch (1955) is taken as a temporal reference and the
heights of all other measurement epochs are subtracted from the heights calculated from the
1955 measurements. It becomes obvious that the total subsidence of the levelling benchmarks
between km 13 and km 19 increases between the first five measurement epochs and sums up
to about 17 cm in 1994. After 1994 no additional subsidence is observable. However, many
benchmarks measured in the first epoch were lost over time in the area of interest, resulting
in a sparse spatial resolution in the major subsidence area for the last two epochs (2003 and
2009). Hence Fig. 4.22(b), bottom, shows the reverse temporal differences using the 2009
measurements as a temporal reference and subtracting the height of all other epochs from the
2009 height calculations. From this figure, it becomes obvious that subsidence did not only
stop after 1994, but turned around to an uplift of almost 5 cm. The uplift is likely related to
local reinjections of the reservoir water which is removed from the oil within the production
process. The deformation pattern close to Landau is further investigated using InSAR, which
enables to observe the phenomenon with high spatial resolution, see Sect. 6.5.5.
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4.7 Summary

• The vertical uplift/subsidence rates resulting from a kinematic adjustment of levelling
data are mainly influenced by the network configuration, the selected reference point,
the total time span of available data and the modelling of non-linear motions.

• A quality check of levelling data using loop misclosures is crucial, since levelling is
susceptible to systematic errors which sum up over large distances.

• The influence of gravity on a kinematic adjustment is not significant as long as a similar
measurement path is used in every epoch.

• Variance component estimation is an appropriate tool to handle levelling data of differ-
ent epochs and countries, and thus different accuracy levels.

• The kinematic adjustment of 40,049 observations at 15,816 levelling benchmarks per-
formed within this work resolves the vertical displacements of the URG area with un-
precedented detail and accuracy.

• The major tectonic feature of the analysed region is a relative subsidence of the graben
of 0.5–0.8 mm/a w.r.t. the shoulders.

• The velocity gradients observed at four profiles crossing the graben in W–E directions
vary for different regions of the graben, while the northern and southern segments of the
graben indicate larger tectonic-related displacements compared to the central segment.

• Anthropogenic displacements have been detected at several locations in the URG area
and are related to groundwater usage, oil extraction and mining of minerals.

• Static comparisons of heights enable the possibility to pursue the spatio-temporal be-
haviour of displacements, which is particularly important for investigations of man-
made deformations or at faults.
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Chapter 5

GNSS Analysis

This chapter presents the results of the GNSS analyses performed in the URG area. The GPS
observations acquired at 85 GNSS sites have been processed in differential mode applying
state-of-the art strategies and parameters, see Sect. 3.2.3. The processing of the database was
carried out by A. Knöpfler (GIK) using Bernese GPS Software (Dach et al., 2007). The key
parameters of the processing as well as an overview of the results is given in Sect. 5.1. In
Sect. 5.2 the resulting GPS coordinate time series are presented. In addition, the derivation of
velocities from time series analysis is shown. Sect. 5.3 presents the resulting surface velocities
and discusses the results for horizontal and vertical components w.r.t. the geological and
geophysical setting of the URG area. For a proper tectonic interpretation of the results, strain
rates are calculated from the horizontal velocity field. A case study on the 2004 Waldkirch
earthquake demonstrates further possibilities of the interpretation of coordinate time series at
permanent GNSS sites.

Parts of this chapter have already been published by the author in the following paper:
Fuhrmann et al. (2015b). This publication is not explicitly cited within the text.
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5.1 Differential GNSS analysis

A consistent post-processing of all available GPS observations acquired at GURN and sur-
rounding EPN sites was performed by A. Knöpfler using Bernese GPS Software, Version 5.0
(BS5, Dach et al., 2007). The Bernese processing engine for double difference processing, de-
noted as RNX2SNX (Dach et al., 2007, p. 437 ff.), was applied to GPS observations with 30 s
sampling rate. Reprocessed orbit, EOP and clock data were introduced, particularly in or-
der to enhance the results of the code-based pre-processing. The elevation cut-off angle was
set to 10◦ avoiding observations affected by strong atmospheric perturbations at low eleva-
tions. Phase ambiguity fixing is attempted for baselines up to 2000 km length based on the
quasi-ionosphere-free resolution strategy (Dach et al., 2007, p. 443).

The troposphere model applied describes the total tropospheric path delay ∆slant from a satel-
lite to a receiving antenna. The model comprises a constant a priori value representing the
dry part of the delay and three time-dependent parameters representing the wet part of the
delay, induced by atmospheric water vapour:

∆slant = ∆apriori ·MFd(z) +∆U ·MFw(z) +∆N ·
∂MFw(z)

∂z
· cos A+∆E ·

∂MFw(z)
∂z

· sin A . (5.1)

∆U denotes the wet delay in zenith directions, whereas ∆N and ∆E correspond to horizontal
troposphere gradient parameters as described by Meindl et al. (2004). The gradient parame-
ters model a possible tilting of the tropospheric zenith and depend on the azimuth A of the
GNSS observations. For the calculation of a slant delay, the site-specific, constant a priori value
and the time-dependent parameters have to be mapped into the direction of the satellite by
application of a zenith-dependent mapping function MF and the corresponding derivatives
w.r.t. the zenith angle z. A first-order approximation of a MF is given by MF(z) = 1

cos z . Fur-
ther refinements incorporate latitude- and height-dependent parameters derived from global
weather observations (Marini, 1972; Herring, 1992; Niell, 1996). A concise description of the
MF used for mapping of dry and wet zenith delays into slant directions is given by Fuhrmann
et al. (2010a, p. 18 f.).

The total atmospheric delay ∆total in metric scale is deduced from a model based on the ideal
gas law, such as the model given by Saastamoinen (1973):

∆total =
0.002277

cos z

(
p +

(
1255

T
+ 0.05

)
e− Bcorr · tan2z

)
, (5.2)

with pressure p and partial pressure of water vapour e in millibar, temperature T in Kelvin
given at the observation site and height-dependent, tabulated values for the correction factor
Bcorr. Note that this model implicitly contains a zenith-dependent MF, which has to be re-
placed if one of the aforementioned refined MF is used. Eq. (5.2) can be split into an a priori
value ∆apriori, representing the major part of the total delay, and a wet part representing time-
dependent variations. ∆apriori is then calculated from meteorological parameters p, T and e. As
the meteorological parameters are not available for most of the GURN sites, they are extrap-
olated for the altitude of each site using time-independent default values from the so-called
standard atmosphere. Finally, the time-dependent parameters ∆U , ∆N , ∆E are introduced as
unknowns within the adjustment of GPS data. While for the zenith delay ∆U a rather high
sampling is appropriate, e. g. one parameter every two hours, for the horizontal gradients a
lower sampling rate is sufficient, e. g. one parameter set per day.
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The key parameters of the differential processing applied to GPS data observed at perma-
nently operating sites are summarised in Tab. 5.1. The data processing is performed sequen-
tially based on daily parameter estimates for all sites with valid GPS observations at the
corresponding day. In addition to the GURN sites, surrounding EPN sites are included in
the BS5 baseline processing in order to introduce a datum for the coordinate estimates. The
baselines are selected based on site quality and continuity, in a way that a core network of
baselines exists over the whole analysed period.

Table 5.1: Key parameters and settings of the differential GPS data processing.

Observations L1, L2
Sample interval 180 s
Stochastic model elevation-dependent weighting (cos2 z)
Minimum elevation angle 10◦

Orbits CODE1 final product, sample interval: 15 min
EOP CODE1 final product, sample interval: 24 h
Satellite clock corrections CODE1 final product, sample interval: 30 s

Troposphere model Saastamoinen (dry, wet) along with Niell-MF (dry, wet)
and horizontal gradients

Temporal resolution of site-specific 2 h for ∆U , 24 h for ∆N , ∆Etroposphere parameters

Antenna correction PCO, absolute PCV (individual or IGS type-specific)
1 CODE: Center for Orbit Determination in Europe (University of Bern)

The database covers a maximum period between 2002-01-01 and 2011-06-27. The IGS changed
the reference frame from IGS05 to IGS08 on 2011-04-17. A small shift is visible in the GURN
coordinate time series at that date, which is mainly attributed to IGS antenna calibration
updates (Rebischung et al., 2012). Therefore, only data until 2011-04-16 is used in the time
series analysis, see Sect. 5.2.1. In addition, the ITRF solutions reveal slight inconsistencies w.r.t.
IGS reference frames and the corresponding products. However, for the regional network
analysed within this work, these differences are considered to be negligible, particularly as
the major trend of the Eurasian plate is subtracted in order to resolve the relative movements
of the URG area, see Sect. 5.2.2.
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5.2 Displacement estimation from differential coordinate estimates

Within this section, strategies and results for the computation of displacements from differ-
ential GNSS coordinate estimates are presented. Sect. 5.2.1 introduces the coordinate time
series resulting from the BS5 processing. In order to reveal the relative movements of the
URG area, the trend of the Eurasian plate w.r.t. ITRF has to be subtracted, as discussed in
Sect. 5.2.2. Finally, a sophisticated time series analysis using the CATS software (Williams,
2008) is presented in Sect. 5.2.3.

5.2.1 GPS coordinate time series

The basic subjects for the analysis of displacements from GNSS data are the coordinate es-
timates and their precision. Tab. B.2 in Appendix B shows the mean standard deviations of
all coordinate estimates resulting from the BS5 parameter estimation, converted into North,
East and Up components. In average, the mean standard deviations of all 85 GURN sites are
0.32, 0.43 and 1.42 mm for North, East and Up components, respectively. As commonly known
from GNSS coordinate estimates, the standard deviation of the Up component is about a factor
3–4 worse compared to the horizontal components. Comparing individual sites, the coordi-
nate estimates reveal a similar precision level. Some sites have significantly higher standard
deviations, particularly in the Up component, such as BFO1 and WLBH. At these sites, GNSS
observations at low elevation angles show a strong scattering due to shadowing by vegeta-
tion affecting the daily coordinate estimates, see also Knöpfler (2015, p. 88 ff.). The standard
deviations of the daily coordinate estimates for the whole analysed period are exemplarily
shown at site 0391 (Geislingen) in Fig. 5.1. Besides the higher standard deviation values for
the Up component, a periodicity revealing higher standard deviations in the summer months
is observed, also present at all other analysed GURN sites. The effect is larger for the standard
deviations of the Up component compared to the horizontal components and likely caused by
stronger tropospheric variations during summer. Following Beutler et al. (1988, p. 41), relative
troposphere biases cause primarily biased estimates of the Up component. In the summer
months, the highly variable wet component has a larger relative influence on the total delay
compared to the winter months. From the results of ray tracing profiles, Janes et al. (1991)
show that the wet delay in zenith direction at 45◦N is about 2 % of the total delay in January
and about 7 % in July.
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Figure 5.1: Standard deviations of daily coordinate estimates at site 0391 (Geislingen). East component:
blue, North component: green, Up component: red.
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In addition to the standard deviations, the mean velocities directly calculated from the coor-
dinate estimates of BS5 are shown in Tab. B.2. If the time series of a site was split into several
subsections because of documented antenna changes, the mean velocity of all subsections is
given in the table. The datum of the network solution is attached to the movements of sur-
rounding EPN sites w.r.t. ITRF2005. The general NE trend of the Eurasian plate is therefore
visible as a main feature of the horizontal coordinate results, see Fig. 5.2 and Sect. 5.2.2. At
site BIWI, large offsets of 20 to 70 cm are visible in the time series of the three coordinate
components (North, East, Up), which largely influence the velocities at the site. After the
date of the jump, i. e. 2010-07-05, the time series of the site reveals a significantly higher noise
level. Data acquired after 2010-07-05 is therefore excluded from the time series of site BIWI. At
the sites 0392, 0522, 0526 and PRNY, additional offset dates were introduced as a significant
jump was visually detected within the time series. The mean values of the velocities of all
GURN sites shown in Tab. B.2 are 19.49 and 15.80 mm/a for the East and North component,
respectively, reflecting the NE trend of the Eurasian plate w.r.t. ITRF with a magnitude of
approximately 2.5 cm. The initial horizontal coordinate time series are shown in Fig. 5.2 for
site 0391, exemplarily for all other GURN sites.
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Figure 5.2: Coordinate time series at site 0391 (Geislingen) resulting from the analysis of GPS observa-
tions at GURN sites attached to surrounding EPN sites. The vertical dashed line marks the
date of an antenna change at the site performed on 2008-11-12.
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5.2.2 Euler pole estimation

As the coordinate estimates of the 85 analysed GURN sites are attached to the ITRF2005
coordinates of surrounding EPN sites, the main signal present in the coordinate time series
reflects the movement of the Eurasian plate. In order to remove the Eurasian trend, the
movement of the Eurasian plate at the location of every GURN site has to be calculated.
Movements of tectonic plates are commonly modelled by a rotation of a spherical shell about
a pole, the so-called Euler pole. The velocity vector ~vj of an arbitrary location j on a tectonic
plate is expressed by the cross product of the rotation vector ~ω, denoted as Euler vector, with
the position vector ~Rj, e. g. represented by Cartesian coordinates Xj, Yj, Zj (Lliboutry, 2000,
p. 99 f.):

~vj = ~ω× ~Rj =

ωx
ωy
ωz

×
Xj

Yj
Zj

 =

 0 Zj −Xj
−Zj 0 Xj
Yj −Xj 0

 ·
ωX

ωY
ωZ

 . (5.3)

According to Aktuğ & Yıldırım (2013), ~ω can be solved in a least-squares sense from several
GNSS sites with known position coordinates and velocities:

~vj =

vX, j
vY, j
vZ, j

 = A · x̂ + e =

 0 Zj −Yj
−Zj 0 Xj
Yj −Xj 0

 ·
ωX

ωY
ωZ

+ e . (5.4)

Assuming an ideal network configuration with identical precision of the velocity estimates,
the stochastic model is derived from the identity matrix I:

Cyy = σ2
0 ·Qyy = σ2

0 · I . (5.5)

The whole coefficient matrix A is formed by stacking of observations vX, j, vY, j, vZ, j with
corresponding position coordinates Xj, Yj, Zj in Eq. (5.4) for each site. The three components
ωX, ωY, ωZ of the rotation vector ~ω, may be transformed to spherical coordinates, i. e. ϕP, λP,
ω, by solving

~ω =

ωX
ωY
ωZ

 =

ω cos ϕP cos λP
ω cos ϕP sin λP

ω sin ϕP

 , (5.6)

where ϕP and λP represent the coordinates of the Euler pole and ω represents the rate of
angular velocity.

Euler pole parameters of various tectonic plates for the ITRF solutions are published by Al-
tamimi et al. (2007b, 2012) for ITRF2005 and ITRF2008, respectively. The Euler vectors have
been calculated from a global combination of several space geodetic data sets, i. e. GNSS, Very
Long Baseline Interferometry (VLBI), Satellite Laser Ranging (SLR) and Doppler Orbitogra-
phy Radiopositioning Integrated by Satellite (DORIS). Using the published values of ϕP, λP,
ω or wX, wY, wZ, the Eurasian trend of each GNSS site results from Eq. (5.3). On the other
hand, applying the site velocity estimates at the GURN sites to Eq. (5.4), a local Euler pole can
be estimated using least-squares adjustment of the observed site velocities. Within this work,
the site velocities for the subtraction of the Eurasian trend are calculated from both the ITRF
solutions and a local estimate of the Euler vector, and compared to each other, see Sect. 5.3.1.

After removal of the Eurasian trend the relative, intraplate velocities in the URG area become
visible as displayed in Fig. 5.3 for site 0391. The horizontal displacements at the site are within
a few mm. Particularly in the East component some large outliers are visible. In addition,
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it becomes obvious that the antenna change performed at 2008-11-12 provokes a significant
jump in the time series attributed to differences in the antenna gain of the corresponding
antennas. Periodic effects are particularly visible in the North component and likely caused
by annual temperature changes affecting the building or the mount at which the antenna is
attached to.
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(b) North component

Figure 5.3: Coordinate time series at site 0391 (Geislingen) after removal of the Eurasian trend calcu-
lated from a local Euler pole estimate of the GURN sites. The vertical dashed line marks
the date of an antenna change at the site performed on 2008-11-12.

5.2.3 Time series analysis using CATS

The representative example of a detrended time series shown in Fig. 5.3 illustrates several
challenges for the determination of small movements at GNSS sites. The following issues
deteriorate the estimation of a linear trend:

(i) periodic effects, particularly when the time series starts and ends in different seasons,

(ii) jumps in the time series, e. g. due to antenna changes,

(iii) unmodelled temporal correlations resulting in over-optimistic parameter estimates,

(iv) outliers in the daily coordinate estimates, e. g. caused by strong atmospheric effects,
reduced amount of data at certain days or changes in the network geometry.
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Items (i), (ii) and (iii) are handled within a GNSS time series analysis software provided by
Williams (2008), called Create and Analyze Time Series (CATS). From the coordinate time series
data at every GNSS site, the mean velocities in North, East and Up components and corre-
sponding uncertainties are estimated. The coordinate time series of the three components
(North, East, Up) are analysed independently at every site. The functional model of a sophis-
ticated GNSS time series analysis considers a linear trend with constant velocity v together
with the intercept b, time-dependent offsets o(t) and periodic effects p(t), see Gazeaux et al.
(2013), resulting in

f (t) = vt + b + o(t) + p(t) + ε(t) . (5.7)

Time-dependent noise ε(t) present in GNSS time series is handled within the stochastic model.
Several noise models have been proposed by Williams (2003b); Williams et al. (2004); Langbein
(2008), such as white noise, flicker noise, power law noise, band pass noise or first-order
Gauss-Markov noise, see also Luo (2013), and are applicable within CATS. The influence of
different noise models on the velocity estimates and their uncertainties was studied by Leinen
et al. (2013); Saleh & Becker (2014). They found that the influence of the stochastic model
on the horizontal velocity components is negligible, whereas the uncertainties are varying for
different methods. Using a combination of white noise and flicker noise, however, results in
realistic estimates for the standard deviations of the three velocity components, particularly
for the ratio between horizontal and vertical components.

Offsets in the time series are modelled using the date to f f at which a jump occurs and an offset
parameter xo f f (Williams, 2003a):

o(t) = k · xo f f , with k = 1 for t > to f f and k = 0 for t < to f f . (5.8)

At every date of a reported antenna change, an offset is estimated. The number of antenna
changes is given in Tab. B.1 in Appendix B. Some of the resulting pieces of time series
are noisy or cover only a short period of several days to months and thus deteriorate the
parameter estimation. They are therefore excluded from the data set. At some sites, also
receiver changes are visible as a significant jump of the coordinate time series, and thus an
offset is estimated at the corresponding dates. Furthermore, four significant jumps have been
detected and estimated at dates, where no activity at the site is documented (sites 0392, 0522,
0526, PRNY).

Periodic effects in geodetic time series are modelled using sinusoidal harmonic functions as
described by Davis et al. (2012). Two coefficients b1 and b2 are applied to model a sinusoidal
effect with periodicity T:

p(t) = b1 sin(
2π

T
t) + b2 cos(

2π

T
t) . (5.9)

The coefficients b1 and b2 can also be transformed to amplitude A and phase φ of the signal:

A =
√

b2
1 + b2

2 , (5.10)

φ = arctan
b1

b2
. (5.11)

Within CATS, different cycle durations T, and also combinations of several T, can be applied
to the model. As the main periodic signal present in most of the coordinate time series at
GURN sites reveals a yearly period, T is set to one year resulting in an annual sinusoidal
function.
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In addition to the parameter estimation within CATS, outliers present in the coordinate time
series have to be filtered out (iv) in order to provide reliable estimates for the linear trend,
the sinusoidal function and potential offsets. The outlier filtering is performed iteratively, in
a way that the largest coordinate residuals w.r.t. the full model function given in Eq. (5.7)
are eliminated before CATS is rerun. The threshold for the outlier detection is reduced in
every iteration step, starting with 10 and 30 mm for the horizontal and vertical components,
respectively, and ending with 4 and 12 mm. Fig. 5.4 shows the filtered coordinate time series
of site 0391 along with the estimated model function (red curve). The major result of the
GNSS analysis is the linear trend (black curve), further discussed and presented in Sect. 5.3.
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Figure 5.4: Coordinate time series at site 0391 (Geislingen) after removal of the Eurasian trend calcu-
lated from a local Euler pole estimate of the GURN sites and iterative outlier filtering. The
linear trend is estimated together with an annual sinusoidal function and an offset using
CATS. The vertical dashed line marks the date of an antenna change at the site performed
on 2008-11-12.
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5.3 Resulting surface displacements

The results of time series analyses at 85 GURN sites are mean velocities in East, North and Up
components. Tab. B.3 compares the velocities resulting from a linear regression of each sub-
section of a time series with the velocity estimates of CATS including the modelling of jumps,
periodic effects, temporal correlations and outliers present in the time series. It becomes obvi-
ous that the velocities resulting from linear regression of subsections at a site largely deviate.
If the subsection covers a short time span, the estimated velocity may reach a large and thus
unrealistic absolute value, e. g. at sites 0384 and PRNY, where the last subsections cover only
68 and 105 days, respectively. The mean absolute deviation of velocities is 0.42, 0.49 and
1.21 mm/a for the East, North and Up components, respectively, for the velocities result-
ing from linear regression and 0.34, 0.36 and 1.06 mm/a for the corresponding components
resulting from the CATS analysis. Tab. B.3 also displays the uncertainties of the estimated
velocities. From the estimates of linear regression, the standard deviations are unrealistically
low if a large amount of data is available in the corresponding sections. The over-optimistic
estimation of the parameter uncertainties is a consequence of the incorrect assumption that
the observations, i. e. the daily coordinates, are stochastically independent. The standard de-
viations resulting from CATS are in the range of 0.05–0.49, 0.06–0.77 and 0.21–2.26 mm/a for
East, North and Up components, respectively, with mean values at 0.18, 0.21 and 0.66 mm/a
for the three components, see Tab. 5.2. Again, the ratio between vertical and horizontal un-
certainties is about 3–4, see Sect. 5.2.1. The mean values of velocity uncertainties from CATS
are three times larger than the mean values resulting from the linear regression of subsections
(0.06, 0.06, 0.22 mm/a).

Table 5.2: Comparison of velocities and standard deviations for all investigated GURN sites and for a
subset of 76 GURN sites with significant velocities: minimum (MIN), maximum (MAX) and
mean absolute deviation (MAD) for each velocity component. Note that MAD for standard
deviations is equal to the mean value.

East [mm/a] North [mm/a] Up [mm/a]
MIN MAX MAD MIN MAX MAD MIN MAX MAD

Velocities
all 85 GURN sites: −0.52 1.50 0.34 −1.53 1.23 0.36 −2.29 2.50 1.06
subset of 76 GURN sites: −0.52 1.04 0.33 −0.85 0.70 0.28 −1.99 2.11 0.98

Standard deviations
all 85 GURN sites: 0.05 0.49 0.18 0.06 0.77 0.21 0.21 2.26 0.66
subset of 76 GURN sites: 0.05 0.49 0.17 0.06 0.51 0.18 0.21 2.17 0.56

It may be stated that the time series analysis using CATS provides more realistic estimates of
linear rates and uncertainties at GNSS sites compared to a simple linear regression of subsec-
tions as the whole time span of observations is consistently analysed. Particularly, unmodelled
periodic effects at the GNSS sites result in wrong estimates of linear rates if not a number of
full cycles, starting and ending at the same season, is analysed. The velocity estimates result-
ing from the CATS analysis are presented and discussed in Sect. 5.3.1 and 5.3.2. Nine GURN
sites are excluded from the visualisation of velocities, because the time span of observations is
short (less than two years) or the observations are too noisy to estimate the CATS parameters
given in Eq. (5.7) with significance, i. e. sites AUB2, BFO1, BIWI, BOU2, BOUR, ERCK, ETH2,
FRI2, VSOL. Tab. 5.2 compares velocities and corresponding standard deviations for the full
set of 85 GURN sites and for the remaining 76 sites. The velocities of the reduced subset of
sites range within ±1.0 mm/a for the horizontal components and ±2.1 mm/a for the vertical
component. Sect. 5.3.3 deals with the calculation of strain rates from the resulting horizontal
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velocity field. Sect. 5.3.4 presents an investigation of GPS coordinate time series at site 0390
(Freiburg) related to the 2004 Waldkirch earthquake, which was the largest seismic event in
the last decades in Southwest Germany.

5.3.1 Horizontal surface displacements

In order to resolve the relative horizontal velocities present in the URG area, the general NE
trend of the Eurasian plate, see Fig. 5.2, has to be subtracted as discussed in Sect. 5.2.2. First,
the Eurasian trend is calculated using the Euler vector of ITRF2005, published by Altamimi
et al. (2007b), as the GNSS analysis in BS5 is also based on ITRF2005 parameters, e. g. the EOP.
Fig. 5.5(a) shows the horizontal velocities at 76 GURN sites relative to ITRF2005. A general
ENE trend of site velocities is visible, also reflected by the mean values of site velocities
of 0.60 and 0.17 mm/a for East and North component, respectively. In a second step, the
velocities of eight time series at the sites 0384, 0386, 0389, 0391, 0394, 0396, 0397 and 0400 are
averaged and subtracted from the velocity field in order to resolve the relative movements of
the URG area w.r.t. a presumably stable block situated in the east of the network. Fig. 5.5(b)
shows the resulting velocity field, which is now relative to the fixed block. The eight sites
are selected as they represent a consistent velocity pattern w.r.t. ITRF2005. Furthermore, a
location in the eastern part of the region was also chosen as reference point for the levelling
analysis, see Sect. 4.5.2. However, this choice is arbitrary and a more sophisticated strategy
of datum definition for regional GNSS networks is given with the estimation of a local Euler
pole, presented in the following.

(a) Relative to ITRF2005 (b) Relative to a block in the east

Figure 5.5: Horizontal velocities at 76 GURN sites. The Eurasian trend calculated from the Euler vec-
tor parameters of ITRF2005 is subtracted (a). Furthermore, the average of eight velocity
estimates in the eastern part of the network is subtracted, marked by a black rectangle (b).
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Besides the velocity field solution relative to ITRF2005 along with the subtraction of a fixed
block motion, a local Euler pole from the velocities at the 76 GNSS sites is calculated in order
to obtain the relative movements of the URG region. Tab. 5.3 compares the parameters of the
estimated local Euler pole with those valid for ITRF2005 and ITRF2008 (Altamimi et al., 2007b,
2012). The local Euler pole is located close to the ITRF Euler poles, northeast of the ITRF2005
Euler pole. The rate of angular velocity ω is slightly larger compared to the ITRF solutions.
Fig. 5.6 displays the resulting velocities, using the estimated local Euler vector to calculate the
main trend of the Eurasian plate. The corresponding site velocities are subtracted from the
coordinate time series before the parameter estimation and outlier filtering is performed.

Table 5.3: Comparison of estimated Euler pole parameters for the URG region with ITRF Euler pole
parameters.

ϕP [◦] λP [◦] ω [◦/Ma]

Local Euler pole 57.120 265.835 0.270
ITRF2005 56.330 264.021 0.261
ITRF2008 54.225 261.165 0.257

(a) Velocities (b) Velocities and uncertainties

Figure 5.6: Horizontal velocities at 76 GURN sites. The Eurasian trend calculated from the param-
eters of the estimated local Euler pole is subtracted (a). In addition, confidence ellipses
corresponding to the standard deviations of velocities are shown in (b).

Even if some of the velocities shown in Fig. 5.6 may be affected by local influences of the
monumentation of the GNSS sites, some general trends are observable from the velocity field.
The URG is clamped between SSE directed movements of the Rhenish Massif and NNE di-
rected movements of the Alps, which is in general accordance with the kinematic model of
the URG area published by Buchmann & Connolly (2007). The horizontal stress enforced by
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the Rhenish Massif and the Alps results in sinistral shearing at the graben shoulder areas as
revealed from predominating strike-slip fault plane solutions of seismic records, particularly
in the southern URG (Bonjer et al., 1984). Note that following the horizontal rates shown in
Fig. 5.6, the southern URG is not subjected to extension, today, as reported from numerical
models for earlier periods such as Chattian and Aquitanian (Schwarz & Henk, 2005). In the
central and northern URG, an antithetic horizontal velocity field is observed in a region where
the graben axis is bended. The restraining part of the bend is characterised by a progressive
eastward velocity gradient at the sites 0521, KARL, 0381 and DRUS, while vanishing veloc-
ities with a slight west tendency are observed in the releasing part at sites 0387, 0520, 0529,
0518. The antithetic movements imply the existence of a sinistral shear zone between the two
regimes in the northern and the central URG, which is compatible with the sense of shearing
of the N–S to NNW–SSE striking Riedel faults crossing the graben in this area, see Fig. 2.6. As
demonstrated by the ML = 2.8 Speyer earthquake on 2005-02-10, most of the fault elements in
this region are active, although the normal-faulting mechanism of this special event does not
fit to sinistral shearing (Ritter et al., 2009). The existence of basin-crossing sinistral shear faults
along with significant rotations of surface displacements is predicted from analogue as well
as numerical models of transtensional, left-stepping strike-slip basins (Wu et al., 2009; Joshi &
Hayashi, 2010).

The confidence ellipses given in Fig. 5.6(b) differ w.r.t. their magnitude and direction. Larger
magnitudes generally correspond to shorter time series, e. g. at the Swiss sites, ETHZ and
HUTT, where the time series cover less than two years. The confidence ellipses are smallest
in Baden-Württemberg, where a total time span of more than nine years could be analysed at
most of the GNSS sites. In most cases, the precision of the north component is slightly worse
compared to the east component, which is attributed to effects of the satellite geometry in
mid-northern latitudes. The horizontal uncertainties appropriately reflect the characteristics
of individual time series w.r.t. the length of the time series, the general noise level, the number
of jumps and the magnitude and consistency of periodic effects.

5.3.2 Vertical surface displacements

In contrast to the horizontal velocities, the vertical velocities estimated from the GPS time
series do not show a significant pattern within the URG area. Fig. 5.7 compares the velocity
estimates of the Up component resulting from CATS with the vertical rates estimated from
levelling, see Fig. 4.18. Principally, the vertical velocities from GNSS estimates refer to the ref-
erence ellipsoid used, whereas the vertical velocities from levelling are related to the physical
shape of the Earth. Due to the deflection of the vertical, the vertical rates from GNSS and
levelling at the same location would be slightly tilted against each other. However, the deflec-
tion of the vertical reaches maximum values of some arcseconds, even in mountainous areas
(Torge & Müller, 2012, p. 228 f.). The difference in the vertical rates caused by the deflection of
the vertical is therefore negligible, even if the absolute displacements are in the order of sev-
eral m. A more serious effect, which one should keep in mind when comparing the velocity
estimates, is the different temporal baseline used for the calculation of velocities. While the
vertical rates from levelling cover a time span of at least several decades at every location, the
vertical rates from GNSS are obtained from time series of several years, only.

Consistent uplifting trends are visible in Fig. 5.7 for the Rhenish Massif and the Alpine fore-
land, albeit the magnitudes of 1.2 mm/a (mean value of 10 sites) and 1.4 mm/a (mean value
of eight sites), respectively, considerably exceed geological estimates of the uplift in both re-
gions. From the mean value of the vertical velocities of 0.6 mm/a, a general uplift trend
of the investigation area is observed. The slight uplift tendency might eventually be related
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Figure 5.7: Vertical velocities at 76 GURN sites compared to the velocities at 14,098 levelling bench-
marks (red and blue bars in the background), see Fig. 4.18. Note that the velocities of GPS
and levelling are related to a different vertical datum.

to the solid Earth’s viscous response to unloading of the late Pleistocene ice sheets (glacial
isostatic adjustment, GIA). In contrast to the intraplate deformation of Central and Northern
Europe, GIA has been unambiguously identified by space geodesy (Nocquet et al., 2005; Ar-
gus & Peltier, 2010; Lidberg et al., 2010; Peltier et al., 2015). However, the maximum uplift
of more than 1 cm/a in Fennoscandia decreases toward zero in Central Europe. Predicted
GIA-induced vertical rates in the URG are on the sub-mm/a level and depend on the used ice
and earth models (Serpelloni et al., 2013; Peltier et al., 2015). As also the gradient of vertical
and horizontal motion attributed to GIA is low in the URG area, GIA is regarded to have a
small influence on the estimated velocity fields resulting from this work.

With values ranging between ±2 mm/a and a mean absolute deviation of 1 mm/a, see
Tab. 5.2, the vertical velocities at the GNSS sites show larger magnitudes compared to the
estimates at adjacent levelling benchmarks. In most areas, the velocities from GPS seem to
overestimate the real movement. Only at locations with larger movements, a good fit between
the vertical velocities is obtained, such as at sites 0520 (Ludwigshafen) and 0521 (Landau). A
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general pattern of similar velocities at nearby site locations as visible for the horizontal veloc-
ity components, see Fig. 5.5 and 5.6, is not observable for the vertical component. Previous
investigations have shown that GNSS coordinate time series covering less than eight years are
not able to resolve vertical movements below 0.5 mm/a with significance (Serpelloni et al.,
2013). As the vertical rates from levelling are more accurate and available on a higher spatial
resolution, the Up component of the velocities estimated from GPS is not used within the data
assimilation in Chap. 7. In contrast to levelling, however, vertical coordinate estimates from
GNSS provide a high precision over large distances. With increasing lengths of the coordinate
time series, the Up component of GNSS velocity estimates will deliver useful information on
vertical displacement rates in the investigation area in the future.

5.3.3 Calculation of tectonic strain

Strain is a measure of deformation and defined as a change in volume, surface, length or
angle, see Eisbacher (1996, p. 37 ff.). Strain rates describe the change of strain w.r.t. time and
can be inverted from a given velocity field, e. g. deduced from GNSS measurements. Although
earthquakes cannot be predicted, they are preceded by the slow build up of tectonic strain. It
is hence accepted that strain rates correlate to earthquake occurrences (Hagiwara, 1974; Shen
et al., 2007). High strain rates correspond to a higher level of tectonic deformation (Crowley
& Elliott, 2012). Thus, strong and devastating earthquakes almost exclusively occur in regions
with high strain rates, mainly at the plate boundaries.

Tape et al. (2009) published a toolbox to calculate the strain rate tensor, which is deduced
from the spatial velocity gradient, using spherical wavelets. The freely available strain rate
calculation tool is applied to the horizontal GPS velocity field shown in Fig. 5.6. The spherical
wavelets are based on different spatial supports represented by spherical grids of orders q. A
minimum order qmin is selected w.r.t. the outer length scale of the GNSS network in a way that
the support of the qmin wavelets exceeds the spatial extent of the network of about 450 km.
For q = 4, the spatial support is 697 km and hence larger than the spatial extent of GURN.
A maximum order qmax has to be chosen in order to stabilise the parameter estimation and to
reduce the possibility of overfitting. qmax is strongly connected to the station density. In the
case of GURN, typical site distances are between 20 and 40 km, which relates to grid orders of
q = 8 or q = 9 and corresponding spatial supports of 43.6 or 21.8 km, respectively. Strain rate
tensors are derived for the URG area from horizontal velocities at 74 GURN sites. The sites
0515 and BUAN in the very north and west of the network have been excluded as they are far
away from the other sites and deteriorate the wavelet analysis. According to Leppäranta (2011,
p. 69 f.), the magnitude of strain rates, denoted as total strain rate, follows from the Frobenius
norm of the strain tensor, i. e. the square root of the sum of squares of all components of the
strain rate tensor. The total strain rate contains hence both normal and shear strain, and is
invariant to the direction of maximum strain axes. Fig. 5.8 displays the resulting total strain
rates in the URG area for two different parameter settings of qmax.

The distribution of patterns with high total strain rates observed in Fig. 5.8 is similar for the
two computation variants. Fig. 5.8(b) differs from Fig. 5.8(a) only in the central and southern
part of the URG, where the site density is high. Maximum strain rates are in the order of
0.8 · 10−8/a and 1.0 · 10−8/a for the strain solution in Fig. 5.8(a) and Fig. 5.8(b), respectively.
The strain rates are smaller by a factor of 30 compared to strain rates at plate boundaries, such
as at the San Andreas fault (3 · 10−7/a, Tape et al., 2009), corresponding also to the ratio of
surface displacements in both regions. It is remarkable that the strain rates calculated from
the GURN velocity field correlate with major earthquake clusters in the URG, see Fig. 2.8(b).
The largest signal is visible in the southern URG, which has a significantly higher number of
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(a) qmin = 4, qmax = 8 (b) qmin = 4, qmax = 9

Figure 5.8: Magnitude of horizontal strain rates in the URG area estimated from horizontal velocities
at 74 GURN sites (black dots) using the strain rate toolbox provided by Tape et al. (2009).
Brown lines represent faults in the URG area after Peters (2007, p. 166), main border faults
(thick), active faults (medium thick) and other faults (thin).

small earthquakes (ML < 2) compared to other parts of the URG (Barth et al., 2015). Lower
strain is visible in the central and northern URG, but also worse estimable due to the lack of
sites in the northeastern part of the analysed region. The strain cluster in the northwest might
be related to the continuation of the graben structure towards the Lower Rhine Graben. The
strain rate patterns east of the URG are orientated in the direction of Variscan fault structures,
see Fig. 2.2(b), and potentially related to seismic activity of the Swabian Jura and the Alps.

In any case, the strain rate calculation depends on the accuracy of introduced velocities as
well as station distribution and density. Some of the patterns might be artefacts caused by
inaccurate velocities or by lack of stations. It is however remarkable that the big picture of
strain rate magnitude and distribution fits well to the present knowledge on seismicity in
the URG area. Two main conclusions follow from the strain rate calculation: (i) a consistent
reprocessing of all GPS data until present is advisable in order to increase the accuracy and,
hence, also the number of usable time series. As mentioned in Sect. 5.3, the velocity estimates
at nine GURN sites have been excluded from the visualisations due to the low significance
of the estimates. (ii) The analysed network should be extended, particularly in the northern,
western and southern part in order to minimise boundary effects. An extension of GURN
to the north is currently under development by integration of the SAPOS R© stations located
in Saarland, Hessen and Nordrhein-Westfalen. In addition, the presented strain analysis pro-
vides promising results and thus might be extended to other methods of strain calculation,
such as Delauney triangulation.
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5.3.4 GPS time series analysis for the 2004 Waldkirch earthquake

The temporal resolution of the GPS time series used for displacement estimation is high com-
pared to levelling and InSAR, see Tab. 7.1. The daily coordinate estimates are therefore opti-
mally suited for the analysis of interseismic, coseismic and postseismic deformations related
to earthquakes. The strongest earthquake since the beginning of the GPS time series recording
in the URG area happened on 2004-12-05 about 15 km northeast of Freiburg close to the city
of Waldkirch, see LGRB (2015). The epicentre of the ML = 5.4 event is located at a distance
of 16.9 km to GNSS site 0390 (Freiburg). Häge & Joswig (2009) investigate the main event
and several aftershocks and estimate the orientation of the fault plane to 99◦ ±12◦, which is
in accordance with the strike of 109◦ of one of the focal plane solutions for the main shock
calculated by LGRB (2015). The GPS time series of the horizontal coordinate components at
site 0390 are investigated w.r.t. tectonic deformation in the following. The linear trend and the
sinusoid function estimated with CATS are subtracted from the coordinates. Fig. 5.9 displays
the residual coordinate time series along with a moving average resulting from a convolution
of the time series data with a 50 days rectangular window.
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Figure 5.9: Residual coordinate time series at site 0390 (Freiburg) after removal of the Eurasian trend
calculated from a local Euler pole estimate of the GURN sites, iterative outlier filtering and
removal of a linear trend and sinusoidal function. The moving average is calculated by
convolution of the time series with a rectangular window.
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The time series shown in Fig. 5.9 are affected by various residual effects, such as noise and
quasi-periodic movements likely not related to tectonics. However, an interesting behaviour
becomes observable around the dates of the seismic events from the moving average. A
sharp bend of the movement along with a change in the movement direction is visible for
both components exactly correlating with the date of the Waldkirch main shock. No similar
bend is found in time series of surrounding GNSS sites, which indicates that the effect is not
introduced by the differential processing of baselines. Starting in the end of 2003, a contin-
uous westward movement of 2–3 mm is observable in Fig. 5.9(a) and a smaller southward
movement in Fig. 5.9(b), which could be related to interseismic strain accumulation. A WSW
directed movement of the block located south of the epicentre fits to the dextral slip of the
WNW–ESE striking fault zone evidenced by Häge & Joswig (2009). A coseismic effect is not
visible from GPS data as from numerical computations a ML = 5.4 event is evoking coseismic
surface displacements below 1 mm, which is well below the precision of daily coordinate esti-
mates. After the main shock, the directions of movement change, which could be interpreted
as a postseismic relaxation. In addition, two major after shocks in the region, marked in
Fig. 5.9, might have influenced the postseismic movements close to the fault. The discussion
shows that the interpretation of GNSS coordinate time series affected by earthquakes with
medium magnitude is difficult as the surface displacements are in the order of magnitude of
the noise level and superimposed by non-tectonic effects. Although the time series reveals
an exceptional behaviour around the date of the main shock, random effects cannot be fully
ruled out as explanation of the effects.
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5.4 Summary

• Differential processing of GNSS observations results in precise coordinate estimates,
which can be used for displacement analysis of GNSS time series.

• The main feature of site movements present in all sites of GURN is the NE directed
movement of the Eurasian plate.

• The Eurasian trend can be calculated from the ITRF solutions or from the GNSS sites
themselves by estimation of a local Euler pole.

• For a robust estimation of velocities from coordinate time series, temporal correlations,
jumps and periodic effects present in the time series have to be handled carefully.

• The resulting velocities at 76 GURN sites are in the range of ±1 and ±2 mm/a for the
horizontal and vertical components, respectively.

• An ENE directed trend of the displacement rates in the URG area w.r.t. ITRF2005 is
observed from the horizontal velocity field.

• Relative movements in the URG area evidence the sinistral shearing of the graben, which
is controlled by SSE directed movements of the Rhenish Massif in the northwest and
NNE directed movements of the Alps in the south east.

• The velocities of the Up component do not show a significant pattern and are supposed
to overestimate the real displacement at most of the sites.

• Strain rate maps from a wavelet-based inversion of the horizontal velocity field indi-
cate more strain accumulation in the southern URG and are in general agreement with
earthquake distribution and seismic activity.

• Residual coordinate time series at a GNSS site located close to the Waldkirch 2004 epi-
centre shows an exceptional behaviour at the date of the event, which might be related
to the activity at the fault.
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Chapter 6

InSAR Analysis

This chapter presents the analysis of a large amount of SAR data available in the URG area,
performed with the StaMPS software package (Hooper et al., 2007). First, the necessary pre-
processing steps for a Persistent Scatterer (PS) analysis are explained in Sect. 6.1. For the
selection of a suitable master scene, a new model for the temporal and geometric decorre-
lation is developed, which is suitable for InSAR analyses in the URG area and comparable
non-arid regions. The second section within this chapter deals with the PS analyses applied
to the investigated data stacks. Special investigations on the weeding of PS pixels and the
modelling of error sources, such as the Envisat oscillator drift, are presented within this sec-
tion. Options to separate or at least mitigate atmospheric effects from the deformation signal
are discussed within a special section, i. e. Sect. 6.3. In addition to PS analyses, the SBAS
approach, which was already introduced in Sect. 3.3.3, is applied to the data. A new strategy
for the selection of the network of baselines is developed, and the resulting displacements
are compared to the results of corresponding single master analyses in Sect. 6.4. Finally, the
resulting surface displacements from StaMPS are further investigated w.r.t. the quality of the
data in Sect. 6.5. A new filtering approach based on quality indicators and their statistical
distribution is applied in order to keep only high quality PS and suppress the effects of side
lobes. Resulting displacement rates are presented at the end of Sect. 6.5 for the whole URG
area as well as for areas revealing significant deformation patterns related to anthropogenic
activities.

Parts of this chapter have already been published by the author in the following papers:
Fuhrmann et al. (2013b), Fuhrmann et al. (2015b), Fuhrmann et al. (2015c). These publications
are not explicitly cited within the text.
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6.1 Data preparation

Archived data of ESA’s satellites ERS-1/2 and Envisat are used to calculate surface displace-
ments in the tracks shown in Fig. 3.11. For a PS analysis, interferograms are formed w.r.t. a
common master scene. Sect. 6.1.1 presents criteria for the selection of an appropriate master
scene for a stack of SAR data including a decorrelation model suitable for non-arid regions.
In addition, some remarks on the formation of interferograms from unfocussed SAR images
acquired by ERS and Envisat within the three tracks in the URG area are given in Sect. 6.1.2.

6.1.1 Selection of a master image

The master image should be selected in a way that the total decorrelation of all interferograms
is minimised. A detailed description of the sources of decorrelation and their characteristics
is given by Hanssen (2001, p. 98 ff.). A rule of thumb for the total coherence γ based on linear
models for the three components temporal decorrelation, geometric decorrelation and decor-
relation caused by different DC frequencies follows from Kampes (2005, p. 6 f.); Hooper et al.
(2007) and is shown in Eq. (6.1). The decorrelation due to thermal noise γtherm is unknown
and treated as a constant value (Zebker & Villasenor, 1992), see also Eq. (3.28):

γ ≈
[

1− f
(

T
Tc

)]
·
[

1− f
(

B⊥
Bc
⊥

)]
·
[

1− f
(

FDC

Fc
DC

)]
· γtherm ,

with f (x) = x for x ≤ 1
and f (x) = 1 for x > 1 .

(6.1)

Fig. 6.1 displays the predicted coherence calculated from the decorrelation model given in
Eq. (6.1) w.r.t. temporal and perpendicular baseline as well as DC frequencies for a large
image stack of 62 ERS-1/2 scenes in Northern Germany. Note that the DC frequencies possess
a different level for ERS-1 and ERS-2 with average values at 452 and 221 Hz, respectively. The
gyroscope failure of ERS-2 in February 2000 is visible in the larger DC variation of the last
two ERS-2 acquisitions. The critical value for DC frequency differences Fc

DC follows from the
radar bandwidth in azimuth direction and is approximately 1378 Hz for ERS-1 and ERS-2
(Hanssen, 2001, p. 30 f.). The critical temporal baseline Tc is set to five years and the critical
perpendicular baseline Bc

⊥ is set to 1100 m for the prediction shown in Fig. 6.1. In order to
validate the decorrelation model, the mean coherence after coregistration of slave images w.r.t.
a master acquired on 1996-06-24 is calculated and displayed in Fig. 6.2.

When comparing the numbers given in Fig. 6.1 and 6.2, it becomes obvious that a linear decor-
relation model does not fit adequately to the real coherence of the interferograms. Therefore,
an exponential model for the temporal decorrelation is introduced as proposed by Parizzi
et al. (2010), in a first step. The temporal decorrelation is modelled with an exponential decay
using the model parameters γa, temp, γb, temp and τ, see also Rocca (2007):

γtemp = f (T) =
(
γa, temp − γb, temp

)
· exp(−T

τ
) + γb, temp . (6.2)

In addition to temporal decorrelation, the geometric decorrelation is investigated based on
the length of the perpendicular baselines between master and slave acquisitions. Again a
linear decorrelation model does not fit the real coherence values of interferograms. Thus, an
empirical model is developed by the author to better describe the total decorrelation. There-
fore, a decaying exponential function is fitted to the data in order to model the geometric
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decorrelation using the model parameters γa, geom, γb, geom and β:

γgeom = f (B⊥) =
(
γa, geom − γb, geom

)
· exp(

B⊥
β
) + γb, geom . (6.3)

In extension of Eq. 6.1, the full decorrelation model is then given by

γtotal =

[(
γa, temp − γb, temp

)
· exp(−T

τ
) + γb, temp

]
·[(

γa, geom − γb, geom
)
· exp(

B⊥
β
) + γb, geom

]
·
[

1− f
(

FDC

Fc
DC

)]
· γtherm .

(6.4)
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Figure 6.1: Mean predicted coherence (circle size and values in brackets) of slave images w.r.t. the
master image (1996-06-24, red square) using the decorrelation model given in Eq. (6.1).
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Figure 6.2: Mean estimated coherence (circle size and values in brackets) of slaves images w.r.t. the
master image (1996-06-24, red square) after coregistration.
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From the analysis of the ERS-1/2 data in Northern Germany, the decorrelation model dis-
played in Fig. 6.3 is derived. The database of 62 ERS-1/2 scenes is well suitable particularly
for the estimation of a temporal decorrelation model as scenes with small temporal differ-
ences to the master scene are available within the image stack, see Fig. 6.3(a). The coherence
of the ERS-1/2 tandem interferogram with a temporal difference of one day already dropped
below 0.8. After 35 days, which is the revisit time of ERS-1, ERS-2 and Envisat, almost the
same coherence level is found as for larger temporal differences. An exponential function is
able to model the temporal decorrelation in an appropriate way. Using a linear decorrela-
tion model with a total decorrelation after five years as proposed by Hooper et al. (2007) for
arid regions, would result in completely different coherence values and is not suitable for the
temporal decorrelation of this image stack. The main reason for this misfit is the fact that
coherence is mainly found at man-made structures (buildings, bridges, railways) which are
coherent over a large time span. In contrast, coherence is immediately lost in non-urban areas
as the backscattering characteristics change rapidly. However, the decorrelation behaviour is
different if another extent would be used, e. g. a purely urban area, or for SAR sensors with a
different wavelength.
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Figure 6.3: Residual coherence of interferograms representing the temporal and geometric decorrela-
tion (black dots) and estimated model functions of temporal and geometric decorrelation.

The model parameters of f (T) and f (B⊥) are not separable in terms of their contribution to
the total coherence level. Therefore, all six parameters of both models are estimated in one
step by least-squares adjustment, resulting in the model parameters given in Tab. 6.1 and the
corresponding exponential curves in Fig. 6.3. Note that a linear decorrelation model is used
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for γFDC , and γtherm is set to one, i. e. assuming no decorrelation related to thermal noise.
The final exponential model for the decorrelation w.r.t. perpendicular baseline is shown in
Fig. 6.3(b). The critical value of the exponential function, i. e. the intersection with a residual
coherence of zero, is related to a baseline of about 1030 m, and fits well to the theoretical value
of the critical perpendicular baselines calculated according to Hanssen (2001, p. 102).

Table 6.1: Parameters of exponential functions for the temporal and geometric decorrelation models,
estimated using 62 ERS-1/2 scenes in Northern Germany.

Temporal decorrelation Geometric decorrelation
Model parameters: γa, temp γb, temp τ γa, geom γb, geom β

Estimated values: 0.74 0.38 20 days 0.80 0.96 575 m

With the model parameters given in Tab. 6.1, the predicted coherence is calculated for all 61
ERS-1/2 interferograms in the image stack, see Fig 6.4. The coherence values fit much better to
the real interferogram coherences shown in Fig 6.2, compared to the use of a linear model for
both temporal and geometric decorrelation. The absolute differences between the coherence
values calculated from the coregistered interferograms and the predicted coherences using
different models are given in Tab. C.1 in Appendix C. The mean absolute differences for all
61 interferograms are listed in Tab. 6.2.
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Figure 6.4: Mean predicted coherence (circle size and values in brackets) of slave images w.r.t. the
master image (1996-06-24, red square) using the advanced decorrelation model given in
Eq. (6.4) with the parameters given in Tab. 6.1. To be compared with Fig. 6.2.

Table 6.2: Mean absolute difference between interferogram coherence and predicted coherence calcu-
lated from linear and exponential decorrelation models.

Model function for geometric and temporal decorrelation Mean absolute difference

γgeom linear, γtemp linear: 0.204
γgeom linear, γtemp exponential: 0.027
γgeom exponential, γtemp exponential: 0.007
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The model parameters given in Tab. 6.1 have been used to predict coherence values for the
SAR data in the URG area. Tab. 6.3 displays the deviation of the predicted coherences with the
real interferogram coherences for the nine different image stacks of ERS and Envisat data for a
linear model, see Eq. (6.1), and for an exponential model, see Eq. (6.4). The deviations between
predicted and real coherences are much smaller for the exponential model compared to the
linear model in all image stacks. For the Envisat image stacks, the mean absolute deviation is
a bit larger than for the ERS stacks, which might be due to the fact that the model parameters
have been calculated from ERS data.

Table 6.3: Difference between mean interferogram coherence and mean predicted coherence calculated
from linear and exponential decorrelation models for both γtemp and γgeom for the image
stacks in the URG area. Minimum (MIN), maximum (MAX) and mean absolute differences
(MAD).

Satellite Track Linear model Exponential model
MIN MAX MAD MIN MAX MAD

ERS 294 −0.52 0.72 0.26 −0.08 0.01 0.03
ERS 258 −0.43 0.39 0.22 −0.05 0.02 0.03
ERS 487 −0.57 0.29 0.17 −0.05 0.04 0.03

Envisat 294N −0.64 0.05 0.32 −0.07 0.10 0.05
Envisat 294C −0.61 0.03 0.31 −0.08 0.04 0.05
Envisat 294S −0.69 0.29 0.23 −0.10 0.04 0.05
Envisat 258 −0.49 0.02 0.26 −0.06 0.02 0.05
Envisat 487N −0.60 0.21 0.25 −0.08 0.01 0.04
Envisat 487S −0.65 0.75 0.25 −0.10 0.06 0.05

The optimum master is mathematically determined by calculating predicted coherences for
all possible master-slave combinations. The combination with the lowest overall decorrelation
is proposed as a master image. However, it should be denoted that the master selection
for investigation areas in Central Europe may also depend on other influence factors like
the season or atmospheric conditions. Master scenes in winter may be affected by snow,
master scenes in spring by strong vegetation and therefore generally reduce the coherence
level. Strong atmospheric effects mainly affect the InSAR processing if only a small number
of scenes is available within the image stack and may result in a smaller number of detected
PS pixels (Heublein et al., 2014, p. 33 f.). The master scenes chosen for the image stacks in the
URG area are given in Tab. 3.3.

6.1.2 Interferogram formation

The formation of interferograms requires several pre-processing steps discussed in Sect. 3.3.3
and summarised in Fig 3.13. The pre-processing steps are embedded into the framework of
StaMPS, even if other programs are called by the executed commands. Focussing and crop-
ping of the data is performed using the Repeat Orbit Interferometry PACkage (ROI_PAC,
Rosen et al., 2004). The SLC data has to be cropped in a way that all slave images completely
contain the extent of the master image. The maximum overlapping area is used, enabling
displacement estimates in an area as large as possible. Further processing steps for interfero-
gram formation are performed using DORIS. Oversampling is applied to all SLC images with
a factor of two in both azimuth and range direction in order to avoid aliasing of the complex
interferometric signal. Sousa et al. (2011) and Arıkan et al. (2010) showed that a higher PS
density is achieved especially in rural areas when oversampling is applied to the SLC data.
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As discussed in Sect. 3.3.2, reprocessed orbit data from DEOS and the SRTM-3 DEM are used
as input data for the coregistration of the slave images to the corresponding master. For a
total of five ERS-2 scenes acquired between 1996-06-02 and 1996-07-10 in the three analysed
tracks, coregistration failed. At that time, the satellite was in its commissioning phase and the
failure may be associated with the premature status of the sensor.

After coregistration and resampling, the interferograms between master and slaves are formed
by complex multiplication, see Eq. (3.24). Note that the number of interferograms corresponds
to the number of scenes within the stack minus one. For the computation of φre f , WGS84 is
applied as a reference surface, see DORIS (2008, p. 77). Again, SRTM-3 is used to calculate
φDEM from a radar-coded DEM. Both phase terms, φre f and φDEM, are then subtracted from
the interferometric phase resulting in the interferograms shown in Fig. 6.5. The three ex-
emplary interferograms are built for master-slave combinations with different temporal and
perpendicular baselines. All images show the same area with the river Rhine in the centre.
Rivers and lakes appear black in the amplitude image as SAR signals striking a water body
are reflected away. The dark spot visible in the centre of the image corresponds to a big water
basin southeast of Strasbourg called Plan d’Eau de Plobsheim.

(a) 2006-06-12, BL: −122 m / 35 days (b) 2008-05-12, BL: −35 m / 735 days (c) 2006-07-17, BL: +818 m / 70 days

Figure 6.5: Comparison of three interferograms of Envisat track 294C in the central URG between ap-
proximately 47.8◦ and 49.0◦N w.r.t. a master scene acquired on 2006-05-08. The amplitude
is shown in grey scale, colors in the sequence magenta–blue–green–yellow–magenta repre-
sent phase values in the interval [−π . . . π). The caption gives the date of the corresponding
slave image and the baselines BL: B⊥ / T.

The interferogram in Fig. 6.5(a) results from a small temporal and perpendicular baseline
between master and slave. Hence, many resolution cells provide usable phase values, par-
ticularly within the URG located in the centre of the image. Most pixels in the surrounding
mountain areas are already decorrelated and the resulting phase is noisy. The interferogram
shown in Fig. 6.5(b) is formed from a slave image with a large temporal baseline (more than
two years), but a small perpendicular baseline. Resolution cells providing visible phase in-
formation are concentrated in the urban areas of the crop. Besides several smaller villages
and towns, the agglomeration of the city of Strasbourg is nicely visible in the central part of
the image. The third interferogram, shown in Fig. 6.5(c), is built from a slave with a large
perpendicular baseline w.r.t. the master scene. Not much phase information is visible within
the image. However, within a PS analysis the phase signal present in this interferogram is still
usable.
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In order to provide geographic coordinates for every resolution cell, the interferograms are
geocoded using the orbital parameters and the DEM. The pixel coordinates could be improved
by additional parameters estimated later within the PS processing, such as the estimates of
the DEM error. However, for an analysis of large-scale deformation, a position accuracy of
several m is sufficient (Hooper et al., 2007). Besides the interferograms, also the coherence
can be calculated from the coregistered master and slave images according to Eq. (3.27). This
is performed in order to enable a comparison with the predicted coherence calculated from
decorrelation models, see Fig. 6.1, 6.2, 6.4 and comparisons given in Tab. C.1, 6.2, 6.3.
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6.2 Persistent Scatterer analysis

Within this section, some remarks and special issues related to the PS processing with StaMPS
are presented. First, the number of PS using different subsets of ERS interferograms available
in the image stack with the largest number of scenes, i. e. track 294, is analysed (Sect. 6.2.1).
Second, different parameter settings for a spatial filtering of PS pixels, the so-called weeding,
are compared for the same database of Envisat scenes in track 294N (Sect. 6.2.2). Sect. 6.2.3
describes the iterative phase unwrapping and parameter estimation consistently applied to
all image stacks, exemplarily for Envisat data in track 294N. Finally, in Sect. 6.2.4 the imple-
mented correction of the Envisat oscillator drift is presented.

6.2.1 Selection of Persistent Scatterers

The procedure of selecting PS pixels has been discussed in Sect. 3.3.3. Three subsets of pixels
are distinguished, see Fig. 3.14: PS candidates, selected PS and the final set of PS after weeding.
Besides the threshold for the weed standard deviation, discussed in detail within Sect. 6.2.2,
the default parameter settings given by Hooper et al. (2013) are used for the selection process.
The number of PS is heavily reduced within each stage of the processing. Furthermore, it
largely depends on the amount of data, the number of interferograms and the corresponding
time span. Fig. 6.6 compares the number of PS at each processing stage using different subsets
of the basic set of data for a crop of a 100 km × 100 km area of the large stack of ERS-1/2
data. The maximum usable subset contains 69 interferograms acquired between 1992-04-17
and 2000-08-07. It becomes obvious that the number of PS strongly depends on the time span
and the corresponding number of interferograms.
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Figure 6.6: Number of PS at different processing stages of the selection and for different subsets of
interferograms from the same image stack. Time is givein in yyyymmdd-format.

The PS selection is based on statistics with a certain probability that non-reliable pixels may
pass through the selection process. A maximum acceptable spatial density of selected pixels
with random phase is applied in the selection step in order to filter the subset of PS candidates.
According to Hooper et al. (2013, p. 18), a high density can be accepted as pixels with a
random phase are dropped in an additional filtering step, denoted as PS weeding. If only a
small number of interferograms is analysed, more PS are selected and it is more likely that
unreliable PS remain in the selection. Thus, the weed standard deviation threshold has to be
adapted to a suitable value for each image stack as discussed in the next section.
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6.2.2 Weeding

Depending on the number of interferograms, a certain amount of the selected PS are noisy and
hence deteriorate the further phase analysis. Particularly for image stacks comprising only few
interferograms, the phase unwrapping may fail if too many noisy pixels are included in the
final subset of PS. In addition, the noisy PS will not contribute to the visual interpretation of
the surface displacements as the resulting time series of displacement values will also be noisy.
In a first step, the weeding algorithm analyses neighbouring pixel-pairs and keeps only those
pixels with the highest coherence, see also Sect. 6.5.3. In a second step, the remaining set of
pixels is filtered by applying a user-defined threshold for the phase noise standard deviation.
This standard deviation threshold is one of the most crucial parameter settings within the
StaMPS processing chain, and is further discussed in the following.

Fig. 6.7 shows the wrapped phase of remaining PS pixels when different weed standard de-
viation thresholds are applied to the same data set. Without a threshold, many noisy pixels
are included in the wrapped phase values, see Fig. 6.7(a). Applying a strong threshold, i. e.
a low phase noise standard deviation, few pixels are kept and the spatial extent of a de-
formation signal might not be resolvable any more. Regarding the noise characteristics of
wrapped phase values, a threshold between 0.6 and 0.8 rad seems appropriate for the data
set shown in Fig. 6.7. However, the choice of a suitable weed standard deviation threshold
strongly depends on the analysed region, the number of scenes and the corresponding time
span covered.

(a) (b) (c)

(d) (e) (f)

−π −π/2 0 π/2 π

Figure 6.7: Wrapped phase [−π . . . π) [rad] for an interferogram of Envisat track 294N (master: 2005-
08-01, slave: 2005-04-18) applying different weed standard deviation thresholds. The spatial
extent of the figures is 7.188◦–9.012◦E, 48.748◦–49.852◦N. The thresholds / corresponding
number of pixels are (a) ∞ / 1,074,573, (b) 1.0 rad / 992,463, (c) 0.8 rad / 718,762, (d) 0.6 rad
/ 352,890, (e) 0.4 rad / 104,113, (f) 0.2 rad / 7,292.

In order to provide a similar set of final PS for the analysis of the same region from different
image stacks, a measure to define suitable thresholds for each stack is sought. In addition
to the visual interpretation of the set of final PS, as shown in Fig. 6.7, the PS density within
several test areas is used to approximate the desired value. The chosen threshold value for
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each data stack and the corresponding number of PS/km2 within 12 test areas are shown in
Tab. 6.4. Urban areas are chosen as test areas assuming that the PS density is similar in these
areas. In fact, the number of PS/km2 differs for the areas between about 200 and more than
600 PS/km2. The mean value of PS densities may therefore be different for the image stacks
as a different set of test areas is included in the region covered by each stack. However, the
number of PS in each test area gives a first impression on how a suitable threshold should
be chosen. Furthermore, the threshold is related to the statistical distribution of the quality
indicators calculated from resulting unwrapped and corrected phase values, investigated in
detail in Sect. 6.5.2.

Table 6.4: Weed standard deviation threshold σweed, thres used for the analysed data stacks and num-
ber of PS/km2 within the test areas. As the Envisat subtracks cover smallers parts of the
investigation area, less test areas are included in the corresponding SAR images.

Satellite ERS Envisat
Track 294 258 487 294N 294C 294S 258 487N 487S

σweed, thres [rad] 1.00 0.75 0.70 0.65 0.80 0.85 0.65 0.65 0.8

Test areas: Number of PS/km2:
Mannheim 399 – 441 390 – – – 475 –
Kaiserslautern 538 606 365 633 – – – 468 –
Pirmasens 503 471 266 547 – – – 334 –
Karlsruhe 361 – 292 340 – – – 350 –
Strasbourg 471 493 223 – 462 – – 332 –
Offenburg 319 371 262 – 375 – – 301 –
Lahr 191 289 190 – 344 – 255 230 –
Sélestat 340 199 – – 393 – 406 – –
Colmar 583 434 – – 583 575 561 – –
Freiburg 392 292 193 – 392 403 314 251 189
Mulhouse 655 415 – – – 608 517 – –
Basel 357 372 – – – 334 469 – –

Mean 426 394 279 477 425 480 420 343 189

6.2.3 Phase unwrapping and parameter estimation

After the final subset of PS is selected, unwrapping is applied to the phase values originally
wrapped within one phase cycle in the interval [−π . . . π). Following Hooper et al. (2013), a
3D phase unwrapping approach considering space and time is applied to the interferomet-
ric phases including phase filtering by application of a Goldstein filter (Goldstein & Werner,
1998). The remaining nuisance terms, i. e. φSCLA, φorbit and φatmo, are estimated within the
following two processing steps as shown in Fig. 3.14 and discussed in Sect. 3.3.3. From a com-
parison of different estimates of φatmo to atmospheric phase values calculated from measure-
ments of the MEdium Resolution Imaging Spectrometer (MERIS) onboard Envisat, it could
be seen that the major part of atmospheric influences present in the interferometric phase is
pushed into the estimated phase ramps if they are estimated before the spatio-temporal fil-
tering. Therefore, an iterative strategy of phase unwrapping and estimation of residual phase
terms is applied which skips the estimation of phase ramps in the first iteration. At least
four iterations are applied to the analysed interferogram stacks. If the final solutions for the
estimated phase terms addressed to residual DEM, orbital and atmospheric errors have not
converged within four iterations, additional iterations are performed.
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However, if the PS phase values are noisy and interferograms with long perpendicular base-
lines are included in the stack, unwrapping errors may still occur after some iterations. In
this case, the weed standard deviation threshold is reduced, see Sect. 6.2.2. The residual DEM
error is estimated from Eq. (3.29). Orbital and atmospheric effects of the master image are
present in all interferograms and would not affect linear rates calculated from displacement
time series. They are however estimated and subtracted from the remaining phase in order to
enable a proper separation of the other phase terms. Fig. 6.8 exemplarily shows the estimates
of errors attributed to atmosphere and orbit errors and the remaining deformation phase after
subtraction of all other phase terms. Particularly the atmospheric effects may largely vary
within several phase cycles (fringes). Following a detailed investigation of atmospheric effcets
present in ERS tandem interferograms (Hanssen, 1998, p. 127), extreme ranges of up to four
fringes are observed in case of thunderstorms. From spatio-temporal filtering of the phase
signal present in the analysed image stacks of the URG area, maximum variations of 27.7 rad,
i. e. 4.4 phase cycles, are found. However, most of the phase variations in the filtered signals,
which are attributed to atmospheric effects present at the slave acquisition date, are within
±2π, corresponding to two fringes, see Sect. 6.3.4.

(a) (b) (c)

−2π −π 0 π 2π

Figure 6.8: Unwrapped phase terms [rad] for the interferogram shown in Fig. 6.7. (a) atmospheric
phase estimated from spatio-temporal filtering, (b) estimated phase ramp addressed to orbit
errors, (c) remaining deformation phase after subtraction of (a), (b) and the estimate of the
residual DEM error.

Orbit errors result in an error of the interferometric baseline between two acquisitions. Ac-
cording to Bähr & Hanssen (2012), the orbit accuracy of Envisat is in the range of 10 cm and
somewhat worse for ERS. In a first approximation, the baseline errors induce linear fringes in
azimuth and range direction in the order of several fringes. The estimated phase ramps reveal
slightly higher linear trends for the ERS data, particularly for ERS-1, compared to the Envisat
data. For Envisat track 294N, the phase ramp estimates are in the range of 5.8 to 10.1 rad and
thus within two phase cycles. For the other analysed ERS and Envisat tracks, similar numbers
are observed with a maximum linear trend of about three fringes. This is in accordance with
the magnitude of 1.6 fringes in azimuth and 2.5 fringes in range for orbit error estimates from
a network adjustment of Envisat data in Western Australia performed by Bähr & Hanssen
(2012); Bähr (2013, p. 86). However, the estimated phase ramps may also contain parts of the
atmospheric phase or long wavelength deformation signals. The influence of orbit inaccura-
cies on estimated velocities from InSAR are investigated by Fattahi & Amelung (2014). They
find that the uncertainty of LOS velocities related to ERS or Envisat orbit errors are below
1.5 mm/a per 100 km in range and azimuth direction.

In addition to orbit errors, Bähr et al. (2012, p. 97 ff.) and Bähr (2013) discuss the effect of plate
motion on large-scale InSAR analyses, denoted as effect of the reference frame. The tectonic
plates perform a relative movement w.r.t. the satellite orbits between two SAR acquisitions in-
ducing a phase trend in range due to different LOS vectors at near and far ranges. The phase
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bias in range can be estimated from a given plate velocity, e. g. measured at GNSS sites, the
temporal baseline between the acquisitions and the look angle difference between near and
far range. From the numbers given by Bähr (2013, p. 102) for the Eurasian plate, a maximum
phase difference of 2.9 and 1.4 rad between near and far range is introduced for a time differ-
ence of five years between master and slave acquisitions in ascending and descending image
geometry, respectively. The effect of the reference frame is small compared to the magnitude
of orbit errors. As it results in a linear trend in range direction, it is subsumed in the estimated
phase ramps.

In contrast to phase signals induced by atmospheric and orbital effects, the remaining defor-
mation phase is small in most areas of the analysed image stacks. Larger phase variations are
only visible in areas with significant displacements, particularly in interferograms with a large
temporal baselines. However, small surface displacements of 1 mm/a or less are resolvable
from time series analysis of all interferograms within one image stack.

6.2.4 Envisat oscillator drift

A significant spatial trend in PS velocities estimated from Envisat interferograms of about
15 mm/a over a distance of 100 km has been observed by Ketelaar (2009, p. 133 f.). The
trend cannot be associated with the phase terms discussed in Sect. 6.2.3 as it is larger than
the expected long wavelength deformation and plate motion signals, and correlated in time.
Marinkovic & Larsen (2013) evidenced that the trend is associated with a frequency drift of the
reference oscillator integrated in the Envisat SAR sensor. The drift is approximated with an
empirical model presented by Marinkovic & Larsen (2013), published by Fattahi & Amelung
(2014). The model describes a velocity vosc attributed to the oscillator drift in range direction:

vosc = ν′ · kr ·
∆rslant

lovs
, (6.5)

with frequency decay ν′ of 0.387 · 10(−6) per year, the pixel count kr in range direction, the
slant range pixel size ∆rslant = 7.8 m for Envisat and the oversampling factor lovs.

Between near and far range, which corresponds to a ground distance of about 100 km for
Envisat, a velocity difference of 15 mm/a results from Eq. (6.5). In order to account for the
Envisat oscillator drift, a correction is added to the StaMPS processing chain and performed
before the parameter estimation of other phase terms. At every PS pixel, vosc is transformed to
a phase value φcorr, osc accounting for the temporal baseline w.r.t. the master scene, such as:

φcorr, osc = −
4π

λ
· vosc · T . (6.6)

The correction results in a linear phase ramp in range, which is applied to all analysed Envisat
image stacks. Fig. 6.9 exemplarily shows the correction values for three interferograms in track
294N. As the drift depends on the time difference T between slave and master scene, larger
correction values correspond to larger temporal baselines, and the sign of the correction in
near and far range is reversed for scenes acquired before and after the master, respectively.
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(a) (b) (c)

Figure 6.9: Correction values [rad] for the Envisat oscillator drift applied to different interferograms
of Envisat track 294N formed with a master acquired on 2005-08-01. The spatial extent is
the same as in Fig. 6.7 and 6.8. The color scale is the same as in Fig. 6.8. The dates of the
slave images and the corresponding temporal baselines are (a) 2003-12-15, T = 595 days,
(b) 2005-04-18, T = 105 days, (c) 2008-12-08, T = 1225 days.
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6.3 Atmospheric influences and corrections

Atmospheric effects are a major error source for InSAR applications related to deformation
measurement. The influence of ionospheric and tropospheric phase delays on the parameter
estimation has already been discussed within this work w.r.t. GNSS observations in Sect. 3.2.1
and 5.1. In the case of InSAR, only changes of the atmospheric phase delay between two ac-
quisition times have to be considered. The ionospheric phase delay depends on the frequency
of the electromagnetic signal and is hence different for the SAR frequency bands. According
to Meyer et al. (2006), the ionosphere is assumed to have considerable effects on SAR data ac-
quired from L-band sensors, but only small impact on X- and C-band data. Furthermore, the
dry part of the troposphere is less important for InSAR applications as it is almost constant
over time and therefore largely reduced in the interferometric phase. However, the wet part
of the troposphere is highly variable in space and time and is able to provoke a phase signal
of several fringes in a 100 km × 100 km interferogram. Here, the atmospheric signal is treated
as an unwanted phase term which deteriorates the estimation of surface displacements and
has to be corrected. On the other hand, the signal can be treated as a valuable source of
information to derive the content of water vapour in the atmosphere (Hanssen et al., 1999;
Pichelli et al., 2010; Alshawaf, 2013). Within this section, the atmospheric signal present in
Envisat interferograms of the southern URG is investigated in detail. Sect. 6.3.1 and 6.3.2 de-
scribe corrections calculated from external data sources such as optical spectrometer data and
weather models, respectively. Based on a toolbox provided by D. Bekaert, University of Leeds,
tropospheric phase delays are deduced from atmospheric quantities and transformed to inter-
ferometric phase values. A new tropospheric correction technique for InSAR data based on a
power-law relationship was developed by Bekaert et al. (2015a) and kindly provided for the
URG analysis, see Sect. 6.3.3. The spatio-temporal filtering approach of StaMPS is investigated
in detail in Sect. 6.3.4. Finally, Sect. 6.3.5 compares the results of the four different correction
methods for tropospheric phase delays.

6.3.1 Phase correction using MERIS data

MERIS is an optical sensor onboard Envisat primarily devoted to the measurement of ocean
colour (ESA, 2006, p. 11). As a passive, nadir-looking spectrometer, MERIS performs spatial
and spectral imaging of the Earth at daytime. From a comparison of the radiance ratio between
two infrared frequency bands, the determination of vertically integrated water vapour (IWV)
is possible under cloud-free conditions. Following Bevis et al. (1992, 1994), integrated water
vapour can be deduced from the zenith wet delay (ZWD) of electromagnetic signals, such as
the GPS signal by:

IWV = Π · ZWD =
106

ρwRw

(
k3
Tm

+ k2 − k1
Rd
Rw

) · ZWD , (6.7)

with the density of water ρw, the specific gas constants Rd and Rw for dry air and water vapour,
respectively, and empirical refractivity coefficients k1, k2, k3 defined by Smith & Weintraub
(1953). The mean atmospheric temperature Tm depends on the location and height of the
observation site, as well as on the season and local weather conditions (Leick, 2004, p. 201).
Bevis et al. (1992) give an empirical formula derived from radiosonde profiles in the USA to
approximate Tm from surface temperature measurements and approximate Π with a value
of 0.15. From empirical investigations on the magnitude of Q = Π−1, a variation between
6.19 and 6.50 was found by Webley et al. (2002) for the region around Mount Etna, Italy, and
between 6.04 and 6.63 by Alshawaf et al. (2015b) for the URG area. As surface temperatures
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significantly differ in winter and summer at mid-latitudes, Alshawaf et al. (2015b) recommend
to deduce Π from surface temperature measurements, if available. The IWV estimates of
MERIS are converted to a wet tropospheric delay according to Bekaert et al. (2015b):

φtropo, wet =
−4π

λ

Q
cos θ

· IWV . (6.8)

Neglecting seasonal variations of Π = Q−1, balloon sounding data can be used to estimate an
appropriate value of Π. The freely available sounding data provided by the Department of
Atmospheric Science of the University of Wyoming (UWDAS, 2015) is downloaded at a site
located close to the URG, i. e. at Idar-Oberstein, Rheinland-Pfalz. From data between 2003 and
2009, Q results in 6.41 at the chosen site.

MERIS data is available for registered users at ESA (2015) with a spatial resolution of approx-
imately 1 km × 1 km. The advantage of using MERIS data for the correction of tropospheric
phase delays present in Envisat data is the fact that the measurements have been performed
at the same time. However, MERIS is an optical sensor and therefore strongly depending on
the daily cloud cover of both master and slave images. Hence, a master scene with as less
cloud coverage as possible, but still minimising decorrelation, see Sect. 6.1.1, is selected for
the analysis of atmospheric phase delays from the stack of 43 usable SAR scenes in Envisat
track 294S. The scene acquired on 2007-08-06 is almost cloud-free enabling the calculation of
phase delays at 99.9 % of the PS locations. At 27 scenes of the images in the analysed stack,
the percentage of PS locations with available IWV values from MERIS is below 30 %. Only
for 12 scenes including the master, more than 70 % of the PS pixels could be used for the
calculation of φtropo, wet from MERIS IWV estimates. The atmospheric phase screen (APS) of
interferograms follows from subtraction of φtropo, wet of the slave acquisition date from φtropo, wet
of the master date. Images of APS for all interferograms of the stack are shown in Fig. C.1(a)
in Appendix C. The results indicate that the interferometric delays may contain large-scale
effects as well as variations with a spatial scale of several km. Note that the analysis of phase
delays under more or less cloud-free conditions may bias the assumptions on the magnitude
of the delays as much larger variations are possible in case of extreme weather events along
with thunderclouds.

6.3.2 Phase correction using weather model data

Following Jolivet et al. (2011), the ERA-Interim global meteorological model can be used to
calculate phase delays at the acquisition dates. ERA-Interim is a global atmospheric reanaly-
sis starting in 1979 provided by the European Centre for Medium-Range Weather Forecasts
(ECMWF, 2015). ERA-Interim data is available free of charge and accessible via automated
download scripts from the ECMWF server. Atmospheric and surface parameters are given on
different vertical levels, but with a rather sparse spatial resolution of about 80 km (horizontal)
and a temporal resolution of 6 h. The phase delay along the InSAR LOS results from the
temperature T, air pressure p and partial pressure of water vapour e, deduced from relative
humidity, at different height levels. The atmospheric parameters are integrated along the ver-
tical profiles at the grid nodes of the weather model data between surface height H0 up to the
maximum height of the troposphere Hmax (Bekaert et al., 2015b):

φtropo =
−4π

λ

1
106 cos θ

∫ Hmax

H=H0

[
k1

p
T
+

(
k2 − Rd ·

k1

Rw

)
e
T
+ k3

e
T2

]
dH . (6.9)
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Note that the dry component of the tropospheric delay is included in Eq. (6.9), in contrast to
the phase delay shown in Eq. (6.8). The phase delays are calculated for each acquisition time
and interpolated at the spatial sampling of the PS pixels.

The APS for the interferograms in the analysed image stack in Envisat track 294S follows from
subtraction of φtropo between slave and master acquisition dates and is shown in Fig. C.1(b).
It becomes obvious that the weak resolution of the ECMWF weather model is able to account
only for the long-wavelength atmospheric variation. The high temporal and spatial variations
of water vapour with spatial wavelengths of several km are not resolvable from the ERA-
Interim data. Weather models with higher temporal and spatial resolution are needed in order
to model the atmospheric phase delays present in InSAR data, such as atmospheric models
calculated with the Weather Research and Forecasting Modelling System (WRF, see Alshawaf,
2013, p. 28 ff.). However, the phase delays are in a similar order of magnitude compared to
the MERIS estimates, and some visible correlation to MERIS is found, particularly at dates
revealing strong long-wavelength atmospheric signals, such as on 2005-08-01 or 2006-07-17.

6.3.3 Spatial phase filtering using the power-law method

The power-law method developed by Bekaert et al. (2015a) applies a spatial phase filter to
the interferometric phase after best possible reduction of other phase terms. The proposed
model describes the variation of phase delays with height H using a height Hmax at which the
tropospheric delays reduced to a value close to zero and a decay coefficient κ:

φtropo = K∆φ (Hmax − H)κ . (6.10)

Hmax and κ are estimated from balloon sounding data of a nearby site available at UWDAS
(2015). Again site Idar-Oberstein is used resulting in Hmax = 13.5 km and κ = 2.0. The coef-
ficient K∆φ relates the tropospheric phase to topography and varies for different acquisitions.
According to Bekaert et al. (2015a), it can be estimated from filtering of phase values in dif-
ferent spatial bands selected in a way that the contribution from other signals is reduced. For
the investigation of interferograms in Envisat track 294S, the spatial filter bands are selected
based on empirical studies of correlation to the APS calculated from MERIS data. A high
correlation is found for spatial filter bands between 2 and 18 km. Fig. C.2(a) displays the re-
sulting APS estimated using the power-law technique. The general distribution of positive and
negative phase values is mainly in accordance with the results derived from spatio-temporal
filtering in Fig. C.2(b), see Sect. 6.3.4. The mean correlation between APS resulting from the
power-law method and from the spatio-temporal filtering of StaMPS is 0.65, with 80 % of the
interferograms revealing a correlation larger than 0.5. However, the power-law method seems
to overestimate the magnitude of atmospheric delays for most of the interferograms. In ad-
dition, the resulting APS largely depends on the chosen filter bands for the analysed SAR
data in the URG area. A proper validation with MERIS or weather model data is therefore
advisable if the method shall be applied.

6.3.4 Spatio-temporal filtering of the phase

As noted in Sect. 6.2.3, a spatio-temporal filtering method can be applied to the residual
interferometric phase φres of each interferogram in order to separate the atmospheric signal.
In a first step, a temporal low-pass filter f of length Tf ilt is applied to the phase signal of all n
interferograms using, e. g. a Gaussian exponential window function:
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φlow-pass, i =
n

∑
i′=1

φres(i) · f (Ti, i′ , Tf ilt) =
n

∑
i′=1

φres(i) · exp(−0.5
T2

i, i′

T2
f ilt

) , (6.11)

where Ti, i′ represents the temporal differences between one slave acquisition i and all other
slave acquisitions i′ within the stack. The values of f are scaled, so that the sum of all weights
in f equals one, resulting in a filter kernel of the form:

f (T1, i′ , Tf ilt) =
(
0.093 0.089 0.083 0.081 0.079 . . . 0.023 0.004

)
, (6.12)

exemplarily calculated for the first interferogram of Envisat track 294N with Tf ilt = 730 days.
All phase values of every interferogram are then multiplied with the corresponding filter ker-
nel. The filtered low-pass phase values result from summation of the weighted phase values.
In a second step, φlow−pass is subtracted from φres. The resulting phase values represent the de-
sired atmospheric signal, which is subsequently smoothed in space. A spatial low-pass filter
is applied in a similar way as for the temporal filtering using a given spatial filter wavelength
S f ilt. The filter lengths of the temporal and spatial filtering are previously unknown. Gong
et al. (2015) propose to estimate temporal filter parameters from a cross-check with numeri-
cal weather prediction models. Within this work, a validation of the remaining deformation
signal in areas with known displacement from levelling analyses is performed, such as in the
area close to Landau, see Fig. 6.10. In addition, the resulting atmospheric signal is validated
with the APS calculated from MERIS data.

(a) (b) (c)

(d) (e) (f)

−5 −2.5 0 +2.5 +5

Figure 6.10: LOS displacement rates [mm/a] at PS of Envisat track 294N applying the spatio-temporal
filtering with different parameters. The reference area, located in Karlsuhe, is marked by a
black triangle and represents the mean of 235 PS within a 500 m radius. The spatial extent
of figures (a)–(c) is the same as in Fig. 6.7, 6.8 and 6.9; (d)–(f) show a zoom on the area
close to Landau with an extent of 8.030◦–8.230◦E, 49.150◦–49.270◦N, marked by a black
frame in (a). The filter parameters are Tf ilt = 365 days, S f ilt = 100 m for (a) and (d),
Tf ilt = 365 days, S f ilt = 2, 000 m for (b) and (e), Tf ilt = 730 days, S f ilt = 2, 000 m for (c)
and (f).

The example shows that besides the atmospheric signal also parts of the deformation sig-
nal may be filtered out by the spatio-temporal filtering. The default parameter settings of
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Tf ilt = 365 days and S f ilt = 100 m in StaMPS are not suitable for a separation of atmospheric
effects from the anthropogenic deformation signal close to the city of Landau. A larger min-
imum wavelength prevents the Landau deformation from being filtered out, see Fig. 6.10(e),
while a larger time window reduces the spatially correlated noise present in the whole ana-
lysed area, see Fig. 6.10(c). A time window of two years along with a minimum wavelength of
2,000 m turns out to provide a good solution for the filtering of spatially correlated nuisance
terms without deteriorating the deformation signal, which is validated by a comparison with
the results from levelling. Furthermore, a higher correlation of the estimated atmospheric
signal with APS resulting from MERIS data, see Sect. 6.3.1, is achieved with the adapted filter
parameters Tf ilt = 730 days and S f ilt = 2, 000 m. Note that some of the PS shown in Fig. 6.10
reveal a different displacement behaviour compared to their neighbourhood and are assumed
to be noisy. Therefore, an additional filtering for high quality PS is performed, described in
Sect. 6.5.2.

In addition to the filtering approach of StaMPS, a slightly different atmospheric filter method
provided within the Delft PS-InSAR software (DePSI, van Leijen, 2014, p. 29 ff.) is applied to
the image stack of Envisat track 294S. The temporal filtering of DePSI is similar to the StaMPS
method shown in Eq. (6.11) and is performed with the same time window. In contrast to
StaMPS, Kriging is used for spatial interpolation of atmospheric signals in DePSI. In general,
the atmospheric filtering is performed at an earlier stage of the processing within DePSI and
only applied to a subset of high quality PS pixels, the so-called first-order network. For the
comparison of tropospheric correction methods within this work, the filter approach of DePSI
is implemented within the StaMPS processing chain and compared to the other correction
methods in Sect. 6.3.5.

6.3.5 Comparison of results

The APS estimated from the five different correction methods as described above is shown
for one interferogram of Envisat track 294 in Fig. 6.11. APS for all interferograms of the stack
are provided in Fig. C.1 and C.2. The atmospheric signal resulting from MERIS, shown in
Fig. 6.11(a), varies within approximately three phase cycles over the 100 km × 100 km scene.
From the MERIS estimate, the high spatial variability of the phase delays present on differ-
ent spatial scales becomes obvious, which is hardly reconstructible by the other correction
methods. As already discussed, only large-scale tropospheric effects are resolvable using the
ERA-Interim weather model for the calculation of APS. The power-law technique is work-
ing fine for the interferogram shown in Fig. 6.11, but significantly deviates for others, see
Fig. C.2(a). The spatio-temporal filtering approaches of StaMPS and DePSI yield similar re-
sults and a high correlation to the MERIS phase delays. Only some small-scale effects cannot
be resolved, which is partly due to the spatial wavelength used with the filtering, discussed
in Sect. 6.3.4.

In addition to the visual interpretation of different correction methods, a numerical compar-
ison is performed using the MERIS estimates as validation for the other methods. Tab. 6.5
presents 2D correlation coefficients between APS of MERIS and the other methods for all
interferograms with a MERIS pixel coverage of more than 70 %. Highest correlations are
achieved for the spatio-temporal filtering of StaMPS and DePSI. A generally lower correlation
level is observable for some interferograms, e. g. for 2005-09-05 or 2008-09-29, which may as
well be attributed to inaccuracies of the MERIS water vapour estimation or the Π-factor used
for transformation of water vapour into phase delay. For the reduction of atmospheric effects
in the analysed URG data stacks the spatio-temporal filtering is used as it is applicable to all
analysed scenes and shows the highest correlation with MERIS water vapour estimates.
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(a) (b)

−2π −π 0 π 2π

(c) (d) (e)

Figure 6.11: APS [rad] of a slave of Envisat track 294S acquired on 2006-07-17 w.r.t. the master acquired
on 2007-08-06, calculated using different methods and data sources. The spatial extent of
the figures is 6.709◦–8.400◦E, 47.237◦–48.196◦N. The correction data and methods are (a)
MERIS data, (b) ERA-Interim data, (c) Power-law method, (d) Spatio-temporal filtering of
StaMPS, (e) Spatio-temporal filtering of DePSI.

Table 6.5: 2D correlation coefficients of APS estimates using ERA-Interim data, Power-law method and
spatio-temporal filtering of StaMPS and DePSI w.r.t. APS deduced from MERIS data

Slave date ERA-Interim Power-law StaMPS DePSI

2006-06-27 0.55 0.52 0.77 0.77
2005-08-01 0.46 0.44 0.60 0.59
2005-09-05 −0.03 0.25 0.49 0.48
2006-06-12 0.33 0.65 0.73 0.73
2006-07-17 0.60 0.73 0.89 0.89
2007-04-23 0.35 0.80 0.80 0.80
2007-09-10 0.50 0.62 0.70 0.70
2007-10-15 0.17 0.56 0.76 0.77
2008-05-12 −0.04 0.50 0.76 0.76
2008-08-25 0.45 0.65 0.77 0.76
2008-09-29 0.34 0.34 0.40 0.40

Mean 0.34 0.55 0.70 0.70
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6.4 Small Baseline Subset analysis

The principal analysis strategy of Small Baseline Subset (SBAS) approaches was introduced
in Sect. 3.3.3. This section presents the results of SBAS analyses with SAR data in the URG
area. First, the developed strategy to select the small baseline interferograms is presented
(Sect. 6.4.1). Second, a comparison of results from SBAS to those achieved with the single
master PS approach is done (Sect. 6.4.2).

6.4.1 Interferogram selection

Different baseline configurations are conceivable for SBAS w.r.t. the temporal and spatial dis-
tribution of the data set as well as the analysis strategy as shown by van Leijen (2014, p. 23 f.).
In Fig. 3.15(b) a baseline configuration depending on maximum values for B⊥ and T is shown.
The default baseline configuration in StaMPS follows from a threshold for the minimum co-
herence calculated based on maximum temporal and perpendicular baselines. However, a
large number of interferograms may be built resulting in long runtime for the subsequent
processing steps. On the other hand, some slave images are badly connected to the network
of small baselines, e. g. first slave image in Fig. 6.12(a). Hence, a modified selection approach
has been developed within this work. In addition to the predicted coherence values, a mini-
mum and maximum number of connections per scene is considered in order to constrain the
network of baselines. The resulting network configuration is shown in Fig. 6.12(b). The mod-
ified selection approach (i) ensures a proper integration of slave scenes in the SBAS network
and (ii) reduces the total number of interferograms and thus also the runtime of the SBAS
processing.
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(a) Default baseline configuration of StaMPS based on
minimum coherence, resulting in 65 interferograms.
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(b) Modified baseline configuration accounting for a
minimum and maximum number of connections, re-
sulting in 41 interferograms.

Figure 6.12: Comparison of baseline configurations for SBAS analyses. SAR data acquired by Envisat
on track 258 in the southern URG area. The orange point represents the master scene
selected within a corresponding single master approach.

Note that in contrast to a single master approach, the interferograms built within an SBAS
analysis are no more independent as more than n− 1 connections are built between n SAR
scenes. Thus, the same basic information is used several times.
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6.4.2 Comparison to single master approach

The major difference of a single master PS-InSAR analysis and an SBAS analysis is the subset
of final pixels at which the phase signal is analysed. While PS focusses on pixels with one
major backscatterer, SBAS uses also pixels with distributed scattering properties and several
contributors to the backscattered phase. Hence, the number of selected pixels is usually higher
for an SBAS analysis resulting in a larger computation time. Within StaMPS, the subset of res-
olution cells is by default reduced to a coarser sampling for SBAS processing in order to keep
computation time within an acceptable frame. Furthermore, the implemented SBAS approach
applies a different phase unwrapping method compared to the PS analysis, denoted as 3D
Quick, see Hooper et al. (2013, p. 23 f.). The separation of phase terms is handled in a similar
way as for a single master PS analysis. In order to enable the estimation of APS for every
slave acquisition time, the phase values of the SBAS interferograms are transformed to values
w.r.t. a single master by least-squares inversion (Hooper et al., 2013, p. 23). LOS velocities
are computed from the remaining phase attributed to deformation either from the SBAS in-
terferograms or from a weighted least-squares inversion of single master interferograms. The
resulting velocities of PS and SBAS analyses using the same data set are compared to each
other in Fig. 6.13. The total number of pixels is almost twice as large for the SBAS analysis.
However, the number strongly depends on the weeding threshold applied to the respective
data set, see Sect. 6.2.2.

(a) (b)

−5 −2.5 0 +2.5 +5
(d)

(c)

Figure 6.13: LOS displacement rates [mm/a] resulting from PS and SBAS analyses of Envisat track
258. The reference area, located in Lörrach, is marked by a black triangle and represents
the mean of pixels within a 500 m radius. The spatial extent of figures (a) and (b) is
6.81◦–8.70◦E, 47.12◦–48.50◦N; (c) and (d) show a zoom on a potash mining area close to
Wittelsheim in the central western part of the scene, see also Fig. C.9, with an extent of
7.16◦–7.36◦E, 47.76◦–47.83◦N. The displacements shown in (a) and (c) result from a PS
analysis of 497,708 pixels, the displacement rates in (b) and (d) from an SBAS analysis of
920,925 pixels.

The resulting LOS velocities of PS and SBAS analyses are comparable in magnitude and in the
spatial distribution of the pixels. Because of the large amount of SBAS pixels found within
the selection, a resampling to a posting of 100 m is performed by default within StaMPS.
As this reduces the spatial coverage especially in urban areas, a value of 20 m is set for the
SBAS processing shown in Fig. 6.13(b) and (d). Processing without resampling results in a
large amount of pixels, i. e. more than 5 million within the analysed frame (below 1 million
for a 20 m posting) and could not be performed within an acceptable computation time.
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However, the higher amount of measurement points resulting from the SBAS analysis does not
provide significantly more information on the deformation field in the URG area compared
to the PS analysis. Most of the additional SBAS pixels are located in the cities and villages,
where the field of PS is already dense, see Fig. 6.13(c) and (d). A further comparison of LOS
displacements from PS and SBAS analyses is shown in Fig. 6.20 w.r.t. side lobe effects.

The estimates of the nuisance terms φSCLA, φorbit and φatmo are similar compared to the PS
analysis. As the spatio-temporal filtering is performed on basis of single master interfero-
grams, the separation of phase terms does not significantly improve for an SBAS analysis. For
the analysis of all available SAR data in the URG area, the PS approach is used as it delivers an
adequate amount of information for the large-scale investigation of surface displacements in
the whole URG area w.r.t. the runtime needed for the processing of this large database. How-
ever, for investigations on local surface displacements with an extent of several km, the SBAS
approach is well-suited enabling the extraction of displacements at a high spatial resolution,
see e. g. Schenk (2015).
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6.5 Resulting surface displacements

After subtracting all perturbation terms from the phase values, the phase representing the
surface displacement between the acquisition time of the master and the slave images, called
deformation phase φde f o, remains as the major result of the PS-InSAR analysis. Surface dis-
placements along the LOS towards the satellite are converted from phase to metric scale using
the relation:

φde f o = −
4π∆R

λ
(6.13)

where positive ∆R values denote LOS displacements towards the satellite in m. The following
sections present the results of the PS-InSAR analyses carried out in the URG area. In Sect. 6.5.2
an additional quality estimation of PS pixels is explained based on the frequency distribution,
see Sect. 6.5.1, of two quality indicators. The calculation of quality indicators enables a filtering
of high quality PS and is, inter alia, capable to minimise the effect of side lobes present in the
SAR data, see Sect. 6.5.3. The resulting LOS velocities are presented in Sect. 6.5.4. Within the
Envisat tracks in the URG area, significantly more SAR images are available in the southern
part of the URG. In order to enhance accuracy, tracks 294 and 487 are split into subregions for
the Envisat data, and the highest number of available scenes is analysed within each subtrack,
see Tab. 3.3. The partly overlapping subtracks are stitched together for the data fusion, see
Sect. 7.4.3. For investigations on local surface deformation related to anthropogenic activities,
the results of the subtracks are considered. Sect. 6.5.5 presents a case study on temporally
changing surface displacements at oil fields close to the city of Landau, observed by levelling,
GNSS and InSAR. The results of two further investigations on surface deformation at mining
areas are shown in Appendix C.

6.5.1 Frequency distribution of phase values

This section presents frequency distributions of PS phase values for data of an ERS track with
two different parameter settings for the threshold standard deviation applied in the StaMPS
weeding, see Sect. 6.2.2. A lower threshold results in less PS to be kept. The absolute numbers
of remaining PS are 756,771 and 1,084,280 for a threshold standard deviation of 0.7 rad and
0.8 rad, respectively. In both cases, the distribution of deformation phase values is close to a
normal distribution with zero mean, but with a higher peak and heavier tails, see Fig. 6.14.
The probability density function (PDF) of a normal distribution N (µ, σ) = f (x|µ, σ) is fitted
to the histogram of phase values using maximum likelihood estimation:

f (x|µ, σ) =
1

σ
√

2π
exp(

−(x− µ)2

2σ2 ) (6.14)

The resulting mean value µ is −0.020 rad (corresponds to 0.089 mm) and the standard devi-
ation σ is 0.876 rad (3.943 mm) for the weed standard deviation threshold of 0.7 rad, shown
in Fig. 6.14(a). For a weed standard deviation threshold of 0.8 rad, shown in Fig. 6.14(b), the
resulting standard deviation of the PDF is higher: σ = 0.938 rad (4.225 mm).

According to Rocca (2007), especially target decorrelation and noise due to residual atmo-
spheric contributions make the PDF of phase observations non-Gaussian. Tison et al. (2004)
discusses the application of other, non-Gaussian distributions in order to describe the scatter-
ing statistics of SAR amplitude images. As a Gaussian normal distribution does not ideally
fit the histogram of φde f o, see Fig. 6.14, different distributions are investigated. In contrast to a
normal distribution, Student’s t-distribution can be used to describe sample data drawn from
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Figure 6.14: Histogram and fitted PDFs of a normal distribution and a t-distribution for the deforma-
tion phase values of all 22 interferograms at PS pixels of ERS, track 487. (a) weed standard
deviation threshold: 0.7 rad, 756,771 PS, (b) weed standard deviation threshold: 0.8 rad,
1,084,280 PS.

a full population. The density of a non-standardised t-distribution with mean µ, standard
deviation σ and degree of freedom ν is given by:

f (x|µ, σ, ν) =
Γ( ν+1

2 )

σ
√

νπΓ( ν
2 )

(
1 +

1
ν

(
x− µ

σ

)2
)−( ν+1

2 )

(6.15)

using the Gamma function Γ(n) = (n− 1)!. The t-distribution becomes a normal distribution
for ν→ ∞. From Fig. 6.14, one can see that the PDF of a t-distribution nicely fits the histogram
of phase values. The corresponding parameters used in Fig. 6.14(a) are µ = −0.022 rad
(0.099 mm), σ = 0.650 rad (2.926 mm) and ν = 4.185. Note that ν may adopt non-integer
values for the best-fitting curve resulting from maximum likelihood estimation.

6.5.2 Quality estimation

The quality of the results of a PS-InSAR analysis is difficult to handle. As only one observation
per measurement epoch is available, a classical geodetic description, e. g. using redundant
observations, is not possible. Several quality indicators have been described by van Leijen
(2014, p. 112 ff.). Two of them, i. e. the ensemble coherence (EC) and the spatio-temporal
consistency (STC) are presented in the following. They are used in order to filter the PS
resulting from the StaMPS analysis as the data set still contains some pixels with unrealistic
deformation behaviour or at unrealistic places.

EC, also denoted as temporal coherence, was introduced by Ferretti et al. (2001), see van Leijen
(2014, p. 113 f.):

γ̂EC, k =

∣∣∣∣∣ 1n n

∑
i=1

exp(j(φi
k − φi

k, model))

∣∣∣∣∣ . (6.16)

Following Eq. (6.16), the EC value is estimated at every PS pixel k and describes the deviation
between the displacement time series and the deformation model, e. g. a linear model as
denoted in Eq. (6.17). The resulting EC values γ̂EC range between 0 and 1, where 1 corresponds
to a perfect match of the deformation time series to the model. The major disadvantage of a
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temporal coherence estimator is the fact that a (linear) model has to be subtracted in order to
provide ergodicity of phase values. As the deformation in the URG is small at most places
and the focus of the investigation is on linear movements, EC serves as a quality indicator
for PS within this study. The modelled deformation phase φi

k, model is estimated from linear
regression of the observations y = φi

k using the temporal differences of the slave acquisition
dates ti:

A =


1 t1 − t1
1 t2 − t1
...

...
1 tn − t1

 ; φi
k, model = ŷ = A · x̂ . (6.17)

Fig. 6.15 displays the frequency distribution of resulting EC values of ERS track 487 in the URG
area. The EC values do not follow a normal distribution (or t-distribution) as the exponential
function is applied to the original deformation phase values. When x is a normally distributed
random variable and y = exp(x), then y follows a log-normal distribution (Montgomery &
Runger, 2011, p. 144). The PDF of a log-normal distribution is given by

f (x|µ, σ) =
1

xσ
√

2π
exp(

−(ln x− µ)2

2σ2 ) ; x > 0 . (6.18)

A best fitting PDF is estimated for the histogram of EC values shown in Fig. 6.15 according
to Eq. (6.18). The fitted curve of Fig. 6.15(a) nicely describes the distribution of EC values,
even if a normal distribution of the full population is assumed instead of a better fitting t-
distribution. However, some PS with low EC values (below 0.5) deviate from the fitted curve.
In order to filter out the PS with low coherence, a threshold for the minimum EC value
γ̂EC, min is calculated using the fitted PDF along with a given percentile, e. g. 98 %. When the
threshold standard deviation of the weeding is chosen too generously, the resulting frequency
distribution does not resemble the theoretical PDF in a suitable way, see Fig. 6.15(b) for ERS
track 487 as well as Fig. C.3 in Appendix C for Envisat track 487S. The ensemble coherence is
therefore also an effective measure to find an appropriate value for one of the most important
parameter settings within StaMPS, i. e. the weed standard deviation threshold discussed in
Sect. 6.2.2.
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Figure 6.15: Histogram, fitted PDF of the log-normal distribution and filtering threshold for EC values
calculated at PS locations of ERS track 487. (a) weed standard deviation threshold: 0.7 rad,
756,771 PS pixels, (b) weed standard deviation threshold: 0.8 rad, 1,084,280 PS pixels.
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The second quality indicator, spatio-temporal consistency (STC), was introduced by Hanssen
et al. (2008, p. 64 f.) as a measure which is independent of the temporal deformation behaviour.
Taking into account the minimum root mean squared deviation of surrounding PS phase
values, the influence of the spatial deformation pattern on STC values is minimised. The STC
value is calculated for every PS pixel k using surrounding PS j within a specific minimum and
maximum radius, see Hanssen et al. (2008, p. 64 f.) or van Leijen (2014, p. 118):

ρSTC, k = min
∀j

λ

4π

√√√√ 1
n− 1

n−1

∑
i=1

((φi
j − φi

k)− (φi+1
j − φi+1

k ))2 . (6.19)

The maximum radius defines the area in which the deformation behaviour is considered to
mainly represent the measurement noise. The minimum radius is applied to reduce the in-
fluence of side lobes on the STC estimates. If no neighbouring PS pixels are found within
the search radius, the STC value remains undetermined. Hanssen et al. (2008) and van Leijen
(2014) propose a minimum and maximum radius of 50 m and 250 m, respectively, for ERS and
Envisat data. Tab. 6.6 compares the number of PS pixels without STC estimate for a maximum
radius of 250 and 500 m. Choosing a maximum radius of 250 m, many PS with undetermined
STC value remain in the data set for the URG area. Furthermore, the low frequency deforma-
tion patterns in the URG are assumed to change within several km. Therefore, an increased
maximum radius of 500 m seems more suitable for the calculation of STC values in the SAR
tracks of the URG area.

Table 6.6: Number of PS pixels without STC values in ERS track 487, total number of PS pixels: 756,771

Maximum radius: 250 m 500 m

PS without STC estimate: 8,303 (1.10 %) 2,832 (0.37 %)
Thereof sorted out by EC threshold: 1,448 544
Rejected PS, not STC-checked 6,855 (0.91 %) 2,288 (0.30 %)

The frequency distribution of resulting STC values is shown in Fig. 6.16. As Eq. (6.19) uses the
respective minimum of a sample of neighbouring pixels, the STC values ρSTC are not normally
or t-distributed. Block maxima or minima of a sample drawn from a very large collection of
random observations from the same arbitrary distribution follow the so-called extreme value
distribution (EV) developed by Gumbel (2004). For any well-behaved initial distribution, i. e.
f (x) is continuous and has an inverse, the EV distribution is the limiting distribution of the
minimum of a large number of unbounded identically distributed random variables. The PDF
of the EV distribution is given by

f (x|µ, σ) =
1
σ

exp(
x− µ

σ
) exp(− exp(

x− µ

σ
)) . (6.20)

In order to estimate an appropriate threshold for the filtering of high quality PS pixels using
STC values, a distribution is fitted to the histogram. The fitted PDF along with a given
percentile, e. g. 98 %, is then used to determine the threshold ρSTC, max for the filtering. Again,
the higher weed standard deviation threshold of 0.8 rad results in a worse fit of the PDF to
the histogram compared to the lower weed standard deviation of 0.7 rad, particularly in the
peak region of the histogram. A comparison of STC histograms for different weed standard
deviation thresholds applied to Envisat track 487S is shown in Fig. C.4 in Appendix C. In
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Figure 6.16: Histogram, fitted PDF of the EV distribution and filtering threshold for STC values cal-
culated at PS locations of ERS track 487. (a) weed standard deviation threshold: 0.7 rad,
756,771 PS pixels, (b) weed standard deviation threshold: 0.8 rad, 1,084,280 PS pixels.

addition, Tab. C.2 compares the number of (filtered) PS pixels and corresponding EC and
STC value thresholds for the corresponding analyses with different weed standard deviation
thresholds.

Quality indicators have been calculated for all analysed SAR tracks in the URG area in order
to filter the final subset of StaMPS PS pixels and provide high quality information for the com-
bination with levelling and GNSS. The estimated filter thresholds and corresponding numbers
of discarded and remaining PS pixels are summarised in Tab. 6.7. Between 7.7 % and 14.0 %
of the PS pixels have been filtered out within the analysed image stacks.

Table 6.7: Comparison of the quality filtering thresholds in the analysed SAR tracks and number (No.)
of discarded and remaining PS. The weed standard deviation thresholds used within the
different data stacks are given in Tab. 6.4.

γ̂EC, min ρSTC, max No. of No. of No. of bad PS bad EC bad STC
Satellite, track [–] [mm] all PS good PS bad PS [%] [%] [%]

ERS, 294 0.45 7.03 702,348 628,998 73,350 10.4 9.4 7.7
ERS, 258 0.46 5.77 639,977 584,509 55,468 8.7 7.2 5.7
ERS, 487 0.50 5.44 756,771 669,464 87,307 11.5 10.0 7.8
Envisat, 294N 0.51 5.03 435,556 393,634 41,922 9.6 8.2 7.0
Envisat, 294C 0.48 6.09 297,065 255,543 41,522 14.0 12.4 8.6
Envisat, 294S 0.45 6.51 266,813 235,139 31,674 11.9 10.2 8.2
Envisat, 258 0.45 5.17 497,708 454,643 43,065 8.7 6.7 5.3
Envisat, 487N 0.57 4.54 870,006 803,418 66,588 7.7 6.0 5.2
Envisat, 487S 0.53 6.01 305,927 271,814 34,113 11.2 9.6 9.6

Spatial plots of EC and STC values in the northern URG area are shown in Fig. 6.17. PS
pixels with low EC values, i. e. PS to be filtered out, are mainly found within isolated PS
patterns. Some larger patterns with low EC values are close to the cities of Karlsruhe and
Hockenheim and are both located in areas where the surface has changed due to construction
works. The red EC values east of Hockenheim are located at a racetrack which was partly
rebuilt starting in 2002. In addition, the EC values are low if side lobes remain in the data
set, see the WNW–ESE oriented PS pattern west of Karlsruhe and Sect. 6.5.3. No significant
dependence of EC values on the distance to the reference area could be found for the analysed
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data, even for the 300 km long stripes of ERS data. This indicates that trends and atmospheric
effects present in the phase values have been largely reduced within the PS processing, see
van Leijen (2014, p 113 f.). The deformation pattern close to the oil fields of the city of Landau
does not provide significantly larger EC values, although the deformation is known to be non-
linear. Within the analysed period (2003/12–2008/12), the deformation is still close enough to
a linear movement to pass the EC threshold given in Tab. 6.7. PS pixels with high STC values,
i. e. PS to be filtered out, are more homogeneously distributed over the whole area. As they
represent PS pixels with phase values which do not fit to the phase values of surrounding PS,
see Eq. (6.19), they are not appearing within large patterns.

(a)

(b)

Figure 6.17: Quality indicators in the northern URG, crop of an Envisat analysis (track 294N). (a) En-
semble coherence (EC), (b) Spatio-temporal consistency (STC). The spatial extent of the
figures is 7.601◦–8.616◦E, 48.984◦–49.370◦N. The reference area is located in Karlsruhe and
the same as in Fig. 6.10.
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The resulting PS deformation pattern after filtering is smoother because most of the pixels
with unrealistic displacement values have been filtered out. Fig. 6.18 compares the original PS
LOS displacements of a crop close to the city of Landau in the northern URG to the filtered
PS LOS displacements. Different PS pixels are filtered out when applying the EC and STC
thresholds, respectively, shown in Fig. C.5 in Appendix C. The application of both quality
indicators for the filtering results in a smooth deformation pattern as shown in Fig. 6.18(b).
The main subsidence and uplift signal in the area close to the Landau oilfields, which is also
confirmed by levelling measurements, see Sect. 4.6.2, is still preserved and not filtered out.
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Figure 6.18: LOS velocities at PS locations, crop of a region in northern URG close to the city of Landau
also shown in Fig. 6.22(b), Envisat track 294N. (a) all PS pixels selected within StaMPS, (b)
high quality PS pixels: bad EC or STC values are filtered out. The spatial extent of the
figures is 8.096◦–8.160◦E, 49.183◦–49.248◦N. The reference area is located in Karlsruhe and
the same as in Fig. 6.10.

6.5.3 Side lobes

Strong point scatterers in a SAR image result in side lobes in azimuth and range directions
as the spatial signature of a point scatterer is a sinc function (van Leijen, 2014, 45 ff.). The
phase of the side lobes is shifted by π and hence does not add valuable information to the
interferometric SAR signal. Because of their similar characteristics compared to the main lobe,
side lobes have a significant probability to be selected as PS. Fig. 6.19(a) and (b) display some
strong side lobes present in an amplitude image of Envisat track 258. The side lobe in the
northern part of Fig. 6.19(b) can be attributed to the jagged shape of the roof of greenhouses
shown in Fig. 6.19(d) resulting in a strong backscattering signal. As the phase values of a
strong side lobe are located at completely different positions compared to the main lobe and
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the reference phase is not corrected for this offset, the resulting φde f o is misleading for the
further interpretation of surface displacements. In addition, an error signal in range direction
is introduced due to the subtraction of φre f and φDEM, which are calculated for the location
of every pixel. Such an error is nicely visible in the resulting LOS displacements shown in
Fig. 6.19(c).

(a) (b)

(c)

(d)

Figure 6.19: Side lobes and their influences on InSAR analyses. (a) amplitude image of the area dis-
played in Fig. 6.20 for an Envisat scene of track 258 acquired on 2008-08-22, including side
lobes in the southwestern and in the northeastern parts of the crop. The spatial extent of
the image is similar as in Fig. 6.20. (b) zoom on the side lobes in the southwestern part of
(a). (c) resulting LOS velocities at DS locations of an SBAS analysis (weed standard devia-
tion threshold 0.6 rad), similar crop as in (b) at 7.738◦–7.813◦E, 48.139◦–48.173◦N. (d) aerial
image of the garden centre marked in (c) by a red rectangle (source: http://www.pflanzen-
keller.de/unsere-gaertnerei). The jagged roofs of the greenhouses induce strong side lobes
visible in (a) and (b).

Within StaMPS, adjacent pixels are assumed to be dominated by the same scatterer (Hooper,
2006, p. 24). In order to avoid the selection of pixels with systematic phase artefacts, the less
coherent of adjacent pixels are considered to be affected by side lobes of the brighter pixel and
discarded (Agram, 2010, p. 33 f.). However, for the large side lobe effects shown in Fig. 6.19,
this procedure fails and PS affected by side lobes effects pass into the final subset of PS. In
order to investigate the influence of the processing strategy on the number and significance of
pixels affected by side lobes, the LOS velocities from SBAS and PS analyses for the same data
set are compared to each other, see Fig. 6.20. Furthermore, the influence of the weed standard
deviation threshold, see Sect. 6.2.2, along with the additional quality filtering, see Sect. 6.5.2,
on the final set of pixels is investigated.
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Figure 6.20: LOS velocities at PS/DS pixels in the region in the southern URG used in Fig. 6.19(a),
Envisat track 258. (a)–(d) all PS/DS, (e)–(h) high quality PS/DS only. (a) and (e) SBAS
analysis, weeding threshold: ∞, (b) and (f) SBAS analysis, weeding threshold: 0.6 rad, (c)
and (g) PS analysis, weeding threshold: ∞, (d) and (h) PS analysis, weeding threshold:
0.6 rad. The spatial extent of the figures is 7.752◦–7.868◦E, 48.140◦–48.293◦N. Ticks mark
2 km distances in East and North direction.

When comparing the results in Fig. 6.20(f) (SBAS) and Fig. 6.20(h) (PS), it becomes obvious
that both techniques provide significant surface displacement estimates almost exclusively in
the cities and villages, even if the number of detected pixels is larger in the SBAS case, see
Sect. 6.4.2. Side lobes effects are visible in all four variants before low quality pixels are filtered
out, see Fig. 6.20(a)–(d), particularly in the SBAS results. After the filtering using thresholds
for EC and STC, pixels affected by side lobes only remain partly in the DS LOS velocities and
are completely filtered out for the PS LOS velocities. Weeding with an appropriate standard
deviation threshold already reduces the number of side lobe pixels in the analysed crop before
the quality filtering is applied. In addition to the lower computation time as discussed in
Sect. 6.4, the PS approach is less susceptible for side lobe effects and therefore preferred for
the analysis of SAR data in the whole URG area.
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6.5.4 LOS displacement rates in the URG area

LOS displacement rates result from linear regression of displacement values at PS pixels in
each interferogram. An approach to estimate displacement rates from a combination of ERS
and Envisat on the level of time series is presented in the framework of the fusion of InSAR
with levelling and GNSS in Sect. 7.4.4. The LOS velocities of ERS ascending track 258 and
descending track 294 are exemplarily shown in Fig. 6.21. For visualisation purposes, the
velocities are interpolated to a 200 m grid carrying values only close to the PS pixels by
application of Kriging, described in detail in Sect. 7.3.

(a)
(b)

Figure 6.21: LOS velocities interpolated to a 200 m grid in the vicinity of PS locations. (a) ERS track 258
(ascending), (b) ERS track 294 (descending). The reference area of both tracks is located at
the city of Lahr and contains a subset of PS pixels within a 500 m radius around 7.876◦E,
48.342◦N, marked by a black triangle.

Besides larger subsidences in regions with known anthropogenic activities, the velocity within
the two analysed tracks is small. 98 % and 99 % of the LOS velocities are within ±2 mm/a
for ERS track 258 and 294, respectively, 84 % and 86 % within ±1 mm/a. The LOS velocities
are relative to the same reference area and show a similar deformation pattern in the URG
area. However, larger differences between the velocity values area visible in some regions,
which can be addressed to the different image geometries (ascending vs. descending), the
different time span covered by the two analyses along with a different number of scenes, see
Tab. 3.3, and remaining contributions of nuisance terms in the deformation phase. As the data
stack acquired in ERS track 294 comprises a larger number of scenes, the resulting velocities
are supposed to be more accurate compared to the velocities of ERS track 258. The velocity
field shown in Fig. 6.21(a), seems to be affected by large-scale trends, particularly at the edges
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of the analysed area. The LOS velocities in the southern part of track 258 around the Jura
Mountains, for example, might be affected by residual atmospheric effects. Within the data
fusion approach presented in Sect. 7.4, the accuracy and validity of the velocity estimates
is enhanced by combination of ERS and Envisat displacement time series. In addition, the
InSAR results are incorporated into the reference frames of levelling and GNSS by estimating
offsets and trends between the techniques as described in Sect. 7.4.5. The uncertainties of LOS
velocity estimates from combined ERS/Envisat time series are at the level of 0.6 mm/a (2σ),
see Tab. 7.3. Thus, displacement estimates at the sub-mm/a-level from single-sensor analysis
are at the edge of significance. Particularly if only a small number of scenes is available within
one image stack (< 20), a proper separation of the deformation phase from other nuisance
terms is not possible and deteriorates the estimated LOS velocities.

Large displacements attributed to anthropogenic activities are observed in the LOS velocities
displayed in Fig. 6.21 in three areas: (i) in the northwestern part of track 258 at the mining
areas of Lorraine and Saarland, (ii) in the northern part of both tracks close to the city of
Landau and (iii) in the southern part of both tracks close to Mulhouse. The deformation close
to Landau is further investigated in Sect. 6.5.5 using ERS and Envisat LOS displacement rates
along with displacement rates from levelling and GNSS. The other two deformation patterns
are shown in detail in Appendix C. Fig. C.6 and C.7 show a zoom on the region of the mining
areas at the French-German border, Fig. C.8 shows two displacement time series related to
a strong subsidence and a smaller uplift. Subsidence results from compaction of the ground
above the subsurface mines. In some parts of the deformation area, the total amount of the
subsidence signal is not measurable with the available SAR database as the displacement
between two subsequent slave acquisitions is larger than one phase cycle (28 mm). At the
corresponding locations, most of the pixels are discarded as they do not fulfil the PS selection
criteria. This is why some of the urban areas in Fig. C.7 are sparsely covered by PS, particularly
at Freyming-Merlebach or Forbach. Mining was terminated in 2004 and 2012 in the French
and German part of the area, respectively, see Tab. 2.2. At some former mines, the water level
increases resulting in surface uplift, which might be the case at the location of the time series
shown in Fig. C.8(b).

LOS velocities from ERS and Envisat analyses at the potash mining area northwest of Mul-
house are shown in Fig. C.9. Mining was terminated in 2002 in this area, see Tab. 2.2. Hence
the velocity field resulting from Envisat track 294S shows smaller displacements in most parts
compared to the ERS velocities. A small bias may be introduced as a different reference area
has to be used for the Enivsat analysis, see Sect. 7.4.3. However, the bias is small as areas with
a certain distance to the potash mining area carry velocities close to zero for both analysis. At
Bollwiller, in the northern part of the crop, no PS are selected within the ERS analysis shown
in Fig. C.9(a). As observed for the LOS velocities in Lorraine/Saarland, the displacement be-
tween subsequent acquisitions might exceed the phase cycle threshold of 28 mm here. A static
comparison from two levelling campaigns in 1973 and 1994 revealed an absolute subsidence
of almost 3 m, i. e. 140 mm/a, at levelling benchmarks in the southern part of the mining area.
For the kinematic adjustment of levelling data presented in Sect. 4.5, these benchmarks had to
be excluded from the data set because of strong non-linearities.

6.5.5 Deformation pattern close to Landau

The deformation pattern close the city of Landau in Rheinland-Pfalz has already been investi-
gated from the levelling records, see Sect. 4.6.2. While subsidence is observed at the levelling
benchmarks crossing the oil field in the measurement epochs between 1955 and 1994, some of
the benchmarks are uplifting after 1994. The area close to Landau is selected as a test site for
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intercomparison and validation of levelling, GNSS and InSAR for the following reasons: (i)
the observed displacement rates are significantly larger than in most other parts of the URG,
(ii) the LOS velocities are expected to be mainly affected by vertical movements, assuming a
point-like pressure source in the ground, and (iii) a large number of levelling campaigns has
been carried out in the area. For a comparison of the levelling results with those obtained
from GNSS and InSAR, two periods with temporally overlapping data sets are available cov-
ering the years 1992–2003 for levelling and SAR data of ERS and 2003–2009 for levelling, GPS
and SAR data of Envisat. Resulting velocity values are shown in Fig. 6.22. The reference area
of the velocity estimates in both tracks is set to the same area as for the local levelling analy-
sis at the city of Kandel 15 km south of Landau, see Fig. 4.22. Note that the LOS velocities
from InSAR are compared to vertical velocities from levelling and GNSS. Assuming no hor-
izontal movements, LOS velocities can be converted into vertical velocities by multiplication
with 1/cos(θ) = 1/cos(20◦) = 1.06 (e. g. 5 mm/a LOS velocity =̂ 5.3 mm/a vertical velocity).
Vertical velocities from InSAR can be calculated using data from ascending and descending
LOS directions as described in Sect. 7.2. However, the combination of ascending and descend-
ing data requires interpolation and approximation of the displacement rates as the location
of PS and the covered time span are generally not identical for PS data of different image
geometries. In addition, the separation of horizontal and vertical velocity components from
SAR data of one ascending and one descending track is not possible without assumptions,
e. g. assuming no horizontal movement in north directions.

(a) (b)

Figure 6.22: Oil fields close to Landau and deformation measured by InSAR, GPS and levelling. (a) LOS
velocities at PS locations (circles) estimated from ERS-1/2 data between 1992 and 2000, (b)
LOS velocities estimated from Envisat data between 2003 and 2008. Vertical displacement
rates at levelling benchmarks (squares) from two epochs (a) 1994 and 2003, (b) 2003 and
2009. Linear trend of Up component for GNSS site Landau from 2004 to 2009 (triangle).
The spatial extent of the figures is 8.101◦–8.184◦E, 49.183◦–49.253◦N.

The LOS velocities from ERS and Envisat and the vertical displacement rates calculated from
levelling data of two epochs in each period fit well at places where both data sets coincide.
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This indicates that the major part of the deformation is vertical. For the first period (before
2003), significant subsidence of 1 to 5 mm/a is visible within the oil fields north and east
of Landau, whereas the surface at the city of Landau, marked by a pink shape in Fig. 6.22,
behaves more or less stable. After 2003 the centre of subsidence is shifted southwards showing
velocity magnitudes of −1 to −6 mm/a. In the area between the two oil fields, a reverse
movement with velocities of up to +7 mm/a is visible, determined by both levelling and
InSAR observations. The detected surface uplift corresponds to a Mogi point source at 800 m
depth with a volume change of 20,000 m3 (Mogi, 1958). Since 2000, water is reinjected into
boreholes which have formerly been in use for oil production. The depth of the fitted Mogi
model is in accordance with the depth of the boreholes of 700–1,400 m.

From the Up component of the coordinate time series at the GNSS site 0521 (Landau) from
2004 to 2009, a linear displacement rate of −1.9 mm/a is deduced. The value is in general ac-
cordance with levelling and InSAR, slightly overestimating the displacement rates at adjacent
benchmarks and PS locations of about −1.5 mm/a for both techniques. The difference is in
the range of the 2σ standard deviation of about 0.6 mm/a for the vertical GNSS component at
site Landau. The case study illustrates that levelling, GNSS and InSAR are capable to resolve
displacement rates at the mm/a-level consistently under the prevailing conditions of the URG
area. Improved information is drawn from a combination of the three techniques as they have
complementary properties, see Sect. 7.1.



6.6 Summary 153

6.6 Summary

• The temporal decorrelation of the SAR data analysed within this thesis behaves non-
linear in time, due to rapidly changing backscatter characteristics of the non-urban areas.
Exponential models for temporal as well as geometric decorrelation are proposed in
order to predict an optimum master scene for a given image stack.

• The number of selected PS pixels strongly depends on the chosen parameter settings,
especially for the standard deviation threshold used for the weeding of PS. Suitable
parameter values are found from test areas and from statistical analysis of quality indi-
cators.

• A separation of the desired phase signal attributed to surface displacements from other
phase terms such as DEM uncertainties, orbital or atmospheric effects is challenging,
but indispensable for displacement studies on the sub-mm/a-level.

• Atmospheric effects are a major influence factor for InSAR analyses. For large image
stacks, they are appropriately handled by spatio-temporal filtering of phase values.

• An SBAS analysis does not provide significantly more information on LOS displace-
ments in the whole, large-scale URG area. The gain in information is not compensating
the additional computational effort.

• A new filtering technique based on statistical analysis of two quality indicators was
implemented enabling to drop unrealistic and inaccurate displacement values from the
set of PS pixels.

• The resulting LOS displacements in the URG area provide insight into surface deforma-
tion on a high spatial resolution, albeit on a lower accuracy level compared to the results
from levelling.

• Large displacements (> 5 mm/a) are observed in three areas with known anthropogenic
activities, i. e. at mining areas close to Mulhouse and Landau as well as in Lorraine/Saar-
land.

• InSAR is most suitable to measure local deformation phenomena with displacements in
the order of several mm/a, for instance related to anthropogenic activities. In addition,
insights into the temporal deformation behaviour can be drawn from the displacement
time series at the PS locations.
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Chapter 7

Fusion of Techniques

This chapter deals with the fusion of surface displacements resulting from levelling, GNSS1

and InSAR. Chap. 4, 5 and 6 presented the separate analysis and results of the available data
sources from levelling, GNSS and InSAR in the URG area. In order to exploit the advantages
of each technique, the resulting displacement estimates shall be combined to a 3D velocity
field with high spatial resolution and accuracy. Sect. 7.1 reviews the characteristics of the
three complimentary techniques. Some theoretical aspects of the data fusion are discussed
in Sect. 7.2 and validated using a simulated velocity field. As the measurement locations
of the techniques do not coincide, spatial interpolation is needed for a suitable data fusion.
The geostatistical interpolation method Kriging is used to predict values from a given set of
sample data at the locations of a dense grid. The theoretical background on Kriging is given in
Sect. 7.3. The developed approach for the fusion of levelling, GNSS and InSAR displacement
data is explained in detail in Sect. 7.4 including a section on the combination of ERS and
Envisat displacements at the time series level. Finally, 3D displacement rates resulting from
the data fusion of levelling, GNSS and InSAR in the URG area are presented and discussed
w.r.t. the tectonic setting of the region in Sect. 7.5.

Parts of this chapter have already been published by the author in the following papers:
Fuhrmann et al. (2015a), Fuhrmann et al. (2015b). These publications are not explicitly cited
within the text.

1 In contrast to Chap. 5, the term GNSS is consequently used within this chapter, even though the GNSS
velocities are calculated from GPS observations, only.
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7.1 Characteristics of the techniques

This section aims at a comparative characterisation of levelling, GNSS and InSAR w.r.t. the
measurement of surface displacements. The results of the three techniques have already been
compared within the scope of the case study of the deformation pattern close to the city of
Landau, see Sect. 6.5.5. The corresponding locations of levelling benchmarks, one GNSS site
and PS pixels are displayed in Fig. 6.22. In Fig. 7.1 the spatial properties of the three techniques
are shown for a larger area in the northern URG. It becomes obvious that the information
derived from the levelling data is dense along the levelling lines with large gaps in between
the loops, particularly in the French part, southwestern area in Fig. 7.1. The GNSS sites are
sparsely distributed, but provide coordinate time series with a high temporal resolution. The
PS pixels resulting from analyses of ERS and Envisat on one ascending and one descending
track reside at more or less the same locations in the urban areas of the region with a typical
density of about 400 PS/km2. In rural and forest areas, coherence is lost resulting in larger
spatial gaps. The ERS and Envisat tracks do not exactly cover the same region, but are shifted
in range direction by approximately 6 km.

Figure 7.1: Spatial distribution of PS pixels, levelling benchmarks and GNSS sites in the northern URG.
The four different stacks of SAR data (ERS 487, ERS 294, Envisat 487N, Envisat 294N) are
displayed in different colours.

Further properties of the three techniques are compared in Tab. 7.1. It becomes obvious that
the techniques have complementary properties w.r.t. the spatial and temporal resolution, ac-
curacy and sensitivity to different displacement components. A combination of displacement
estimates from levelling, GNSS and InSAR should be able to

• (i) fill spatial gaps in the levelling and GNSS point distribution,

• (ii) convert the InSAR LOS information into horizontal and vertical components,

• (iii) bring the InSAR results of different tracks into the same spatial reference frame.
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Table 7.1: Characteristics of levelling, GNSS and InSAR data w.r.t. displacement estimation in the URG
area.

Levelling GNSS InSAR

Temporal coverage long (20–130 a) medium (max. 10 a) medium (max. 20 a)
Temporal resolution low (campaigns, >20 a) high (daily) medium (min. 35 days)
Spatial resolution medium (high along lines) low (30–40 km) high (20 m in urban areas)
Precision1 high (0.2 mm/a) medium (0.4/1.1 mm/a) medium (0.6 mm/a)
Sensitivity2 East: x, North: x, Up: ++ East: +, North: +, Up: o East: o, North: −, Up: +
Reference frame single reference point surrounding EPN sites single reference area

1 Values in brackets reflect mean standard deviations of levelling (vertical), GNSS (horizontal/vertical) and
InSAR (LOS). 2σ is used for GNSS and InSAR as the precision estimates resulting from time series analysis are
supposed to be too optimistic compared to the levelling results.

2 Sensitivity to displacement components; x: not measurable, −: low, o: medium, +: high, ++: very high.

Regarding the fusion of techniques, one major issue results from the difference in the temporal
coverage of the data. The levelling measurements started already at the end of the 19th
century and cover more than 100 years at some benchmarks, whereas GNSS and InSAR data
are available only within the last 10 and the last 20 years, respectively. The combination
approach presented in Sect. 7.4 therefore focusses on constant linear velocities assuming no
change in velocity for the tectonic movements. This is reasonable as no seismic event in the
URG should have caused any coseismic or postseismic displacement larger than a few mm
according to the seismic records of the last decades, see Fig. 2.8(b).

The precision of a linear velocity is inversely proportional to the time span covered by the
measurements, see Eq. (3.6). This means that the displacement rates from levelling in the
URG area achieve higher accuracies compared to InSAR and GNSS. On the other hand, the
number of measurements at the same location is high using satellite techniques, particularly
in the GNSS case. In addition, the variance of differential estimates from levelling, GNSS and
InSAR depends on the spatial distance between the measurement points. Particularly in the
levelling case, a strong dependence of the uncertainties on the location of the reference point
is observed as discussed in Sect. 4.5.2. Moreover levelling measurements are susceptible for
systematic inaccuracies and errors which may affect the velocity estimates in some areas. In
contrast to levelling, GNSS data enables a high relative accuracy over large distances. The
significance of estimated velocities depends on the length of the time series and a proper
consideration of site-specific effects. The precision of linear displacement rates from InSAR
largely depends on the number of analysed scenes as well as on the temporal and spatial
baselines between the acquisitions. If acquisitions over a large time span are available, a linear
rate can be estimated more precisely. Furthermore, the separation of temporally correlated
and uncorrelated nuisance terms improves. On the other hand, temporal decorrelation be-
comes stronger for SAR data acquired over a long time span, see Hanssen (2001, p. 103 f.),
and less PS pixels are found within the analysed area, see Fig. 6.6. In order to improve the
estimate of linear rates, ERS and Envisat displacements are combined at the time series level,
see Sect. 7.4.4. The InSAR precision given in Tab. 7.1 corresponds to the mean 2σ standard
deviation of all linear rates estimated from the combined displacement time series.
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7.2 Theoretical considerations based on simulated displacements

Within this section, a surface displacement is simulated using a Mogi point source model
causing an uplift of about 6 mm/a (Mogi, 1958). In the model as in reality, every uplift is
accompanied by horizontal movements as shown in Fig. 7.2. The modelled maximum vertical
velocity of about 6 mm/a results in maximum horizontal velocities of 2.3 mm/a. Levelling
and GNSS enable a measurement of the vertical and horizontal components, respectively,
while InSAR measures along the LOS towards the satellite. The resulting LOS velocity has
to be geometrically transformed to East, North and Up components for the combination with
levelling and GNSS.

(a) Up component (b) East component

Figure 7.2: Simulated surface displacement using a Mogi model with a point source at 2 km depth and
a corresponding volume change of 100,000 m3.

The vertical velocity component vU follows from the incidence angle. The LOS velocity vectors
Vasc and Vdesc are defined positive towards the satellite within StaMPS. Hence, the relationship
between Vasc and vU is given by

cos θasc =
vU

Vasc
or Vasc = vU · cos θasc , (7.1)

and equivalent for Vdesc, see Fig. 7.3(a). The projection of the LOS into the E–N-plane follows
from

b = Vasc · sin θasc , (7.2)

and equivalent for a descending geometry. As LOS displacements are defined positive towards
the satellite, the azimuth for the calculation of the East and North components of Vasc results
in αasc − 90◦.

(a) View of the E–U-plane (b) Projection into the horizontal E–N-plane

Figure 7.3: Transformation of LOS displacements into East, North and Up components.
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The horizontal components are then given by:

vE = b · sin(αasc − 90◦) = Vasc sin θasc sin(αasc − 90◦) = −Vasc sin θasc cos αasc and
vN = b · cos(αasc − 90◦) = Vasc sin θasc cos(αasc − 90◦) = Vasc sin θasc sin αasc .

(7.3)

The full projection vectors Sasc and Sdesc for the transformation of LOS velocities into East,
North and Up components follow from Eq. (7.1) and (7.3):

Sasc =

− sin θasc cos αasc
sin θasc sin αasc

cos θasc

 , Sdesc =

− sin θdesc cos αdesc
sin θdesc sin αdesc

cos θdesc

 (7.4)

Fig. 7.4 shows the nominal values for velocities vE, vN and vU and simulated observations
for levelling and InSAR assuming that every grid point of the simulated velocity field could
be measured. The simulated observations shown in Fig. 7.4(e) and (f) are transformed to the
ascending and descending LOS using the projection vector given in Eq. (7.4) with a constant
incidence angle of θasc = θdesc = 20◦ and heading angles αasc = 344.5◦ and αdesc = 195.5◦. One
can nicely see that the largest LOS velocities are not centred, but slightly shifted towards west
and east for ascending and descending data, respectively.
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Figure 7.4: Nominal grid values of the simulation for the Up, East and North components (a), (b)
and (c), respectively, and simulated observations µ for levelling (d), InSAR ascending (e)
and descending (f). Grey dots mark cross sections through the centre coordinates of the
simulation area.

Random observations according to a normal distribution N (µ, σ) are created, with µ ex-
actly fulfilling the given motion behaviour as shown in Fig. 7.4. According to Samsonov
& Tiampo (2006) and Samsonov et al. (2008), a combination of InSAR velocities in ascending
and descending image geometries with velocities Vlev from levelling and VGNSS from GNSS is
achieved in a least-squares sense by minimising the function f w.r.t. the three velocity compo-
nents vE, vN and vU at locations j of an interpolated grid:
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f (vE, vN , vU) =
n

∑
j=1

{
1

2
(
σj, Lev

)2

(
Vj, Lev − vj, U

)2
+

1

2
(
σj, GNSS,E

)2

(
Vj, GNSS, E − vj, E

)2
+

1

2
(
σj, GNSS, N

)2

(
Vj, GNSS, N − vj, N

)2
+

1

2
(
σj, asc

)2

(
Vj, asc − Sj, Evj, E − Sj, Nvj, N − Sj, Uvj, U

)2
+

1

2
(
σj, desc

)2

(
Vj, desc − Sj, Evj, E − Sj, Nvj, N − Sj, Uvj, U

)2
}

.

(7.5)

As each term of f (vE, vN , vU) is positive, a global minimum is reached when the subgroups
corresponding to each j are minimal and hence

∇ f =


∂ f

∂vj, E

∂ f
∂vj, N

∂ f
∂vj, U

 = 0 . (7.6)

The system of equations results in a standard inverse problem which may be solved by least-
squares approaches. However, the resulting normal equation system may be ill-conditioned
in the case of heterogeneously distributed GNSS sites or levelling benchmarks and large un-
certainties σ. Hu et al. (2011) therefore propose to solve Eq. (7.5) and (7.6) by numerical
optimisation using the BFGS method, named after the independent developers of the ap-
proach: Broyden (1970); Fletcher (1970); Goldfarb (1970); Shanno (1970). The BFGS algorithm
is a practical and effective method to solve non-linear optimisation problems in an iterative
way with fast convergence (Lewis & Overton, 2013).

Within the simulation, a classical least-squares adjustment is compared to the BFGS method
using different combinations of input data, (i) all three techniques, (ii) InSAR and levelling
and (iii) InSAR only. In addition, another numerical optimisation approach proposed by La-
garias et al. (1998) is tested denoted as Nelder-Mead Simplex method. For the combination
of all three techniques, the resulting velocity estimates of least-squares adjustment and both
numerical optimisation approaches are identical if the data is not too noisy and the standard
deviations of the observations used within the stochastic model are at a comparable level. A
comparison of the resulting velocities to the original simulated motion shows that errors are
introduced to the combined solution if the standard deviations of the simulated random ob-
servations are high. It is hence advisable to avoid large extrapolations of the input data which
result in higher standard deviations of observations at the corresponding grid locations.

The combination of InSAR with levelling observations is not redundant as there are only three
observations for the estimation of three parameters. If only the East and Up components are
estimated, the normal equation system is well-conditioned and reduces to:Vasc

Vdesc
Vlev

 =

 − sin θasc cos αasc cos θasc
− sin θdesc cos αdesc cos θdesc

0 1

(vE
vU

)
+ e . (7.7)
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However, an error of about 10 % of the maximum horizontal deformation is introduced to the
Up component at some grid points as the motion of the North component is neglected. If the
Up component shall be estimated in an unbiased way, it is hence advisable to estimate one
horizontal component perpendicular to the heading angle, denoted as azimuth look direction
(ALD), see Ketelaar (2009, p. 110); Samieie-Esfahany et al. (2010). In this case, the horizontal
motion component is completely subsumed by the ALD component.

In order to derive vE, vN and vU from a combination of InSAR ascending and descending
velocities (InSAR only), least-squares adjustment is not applicable as the design matrix A gets
singular:

A =

(
− sin θasc cos αasc sin θasc sin αasc cos θasc
− sin θdesc cos αdesc sin θdesc sin αdesc cos θdesc

)
=

(
0.33 −0.09 0.94
−0.33 −0.09 0.94

)
. (7.8)

The numerical optimisation methods are still able to produce results from the underdeter-
mined system of equations, albeit with large inaccuracies in the North component. Note that
the numbers given in Eq. (7.8) represent a measure of the sensitivity of InSAR observations to
the three components which is high for the Up component and low for the North component.
However, it is again possible to calculate only the East and Up components, albeit without
redundancy in this case:(

Vasc
Vdesc

)
=

(
− sin θasc cos αasc cos θasc
− sin θdesc cos αdesc cos θdesc

)(
vE
vU

)
. (7.9)

From the theoretical considerations within this section and the results of the simulations, the
following main conclusions are found:

(i) least-squares adjustment can be used for the combination approach if the system of
equations is redundant,

(ii) an error is introduced to the other components if one component of a 3D displacement
is omitted, e. g. the North component,

(iii) extrapolation of the observations over large distances along with increasing uncertainties
should be avoided.

For the combination of displacement rates from levelling, GNSS and InSAR, an approach
is developed which only combines the data at locations where information of at least one
technique is available. The InSAR measurement locations are chosen for the combination as
InSAR provides the best spatial resolution and coverage. The velocities of all techniques are
interpolated to a common grid which carries valid values only close to the locations of the
original PS pixels, denoted as PS grid. Hence, it is guaranteed that every valid grid point
contains at least four redundant observations, i. e. two horizontal velocities from GNSS, one
vertical velocity from levelling and at least one LOS velocity from InSAR, to solve for the three
unknown velocity components vE, vN , vU .
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7.3 Interpolation of scattered data using Kriging

Spatial interpolation of heterogeneously distributed data is needed within several steps of
the combination and for displacement estimates of all three techniques. This section presents
the theoretical background on interpolation using Kriging. Conversely, Sect. 7.4.2 discusses
specific characteristics of the interpolation of surface displacements from levelling, GNSS and
InSAR. A spatial interpolation of data predicts values at specified locations from a limited
number of sample data points. Besides Kriging, other interpolation techniques exist, such as
inverse distance weighting (IDW), multiquadric interpolation (Hardy, 1971), bilinear, bicubic
or spline interpolation. According to Shepard (1968), an easy-applicable, distance-dependent
interpolation of n observations y, measured at the locations xj, to a location x0 results from
IDW with a given distance weight k:

y(x0) =
∑n

j=0
y(xj)

dk(x0,xj)

∑n
j=0

1
dk(x0,xj)

. (7.10)

For a 2D spatial interpolation, x is a two-element vector containing the East and North com-
ponents xE and xN . However, the simple formulation of equation (7.10) does not consider the
uncertainties inherent to the observations y(xj). In contrast to other interpolation techniques,
which are based only on mathematical models, Kriging techniques additionally consider the
statistical properties of the input data. Kriging is similar to IDW as it predicts values at lo-
cations x0 by weighting the surrounding observations. Furthermore, Kriging techniques also
consider the accuracy level and spatial correlations of the input data. The following two sec-
tions present the basic equations used for the spatial interpolation with Kriging, particularly
in Sect. 7.3.1. The derivation of covariance functions from semivariogram models is discussed
in Sect. 7.3.2.

7.3.1 The Kriging system

According to Li & Heap (2008, p. 11), Kriging is a generic name for a family of generalised
least-squares regression algorithms, named in recognition of the pioneering work of Krige
(1951). The predicted values ŷ0 at locations x0 are computed as a weighted average of the
sample data:

ŷ0 = w> · y , (7.11)

where the weights w follow from the covariance matrix C of observations, also denoted as
signal noise, and a vector D containing the covariances at the prediction location:

w = C−1 · D . (7.12)

Eq. (7.11) and (7.12) represent a linear estimator of least-squares collocation (LSC, Moritz,
1973), or least-squares prediction as denoted by Teunissen (2007). The major problem of the
Kriging system of equations is that the covariance functions defining the elements of the ma-
trices C and D are unknown in most cases. Egli et al. (2007) presented a modified LSC method
to interpolate velocity estimates from levelling in the Swiss Alps using empirical covariance
functions. The Kriging system is solved in a similar way using an empirical semivariogram
function γ(d) depending on the point distance d, see Gringarten & Deutsch (2001). The deter-
mination of the entries for the covariance matrices using empirical semivariograms is further
discussed in Sect. 7.3.2. Several Kriging models are deduced from Eq. (7.12) which are pre-
sented in the following.
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Simple Kriging (SK):

A mean value µ is known and subtracted before the estimation. The covariance matrices C
and D are directly deduced from the semivariogram model:

w =


w1
w2
...

wn

 C =


C11 C12 . . . C1n
C21 C22 . . . C2n

...
...

. . .
...

Cn1 Cn2 . . . Cnn

 D =


C10
C20

...
Cn0

 . (7.13)

An estimate of the uncertainty at the prediction location is then given by:

σ̂2
0 = C(0)− w> · D , (7.14)

where C(0) denotes the variance of the signal and corresponds to the values of the main
diagonal of C.

Ordinary Kriging (OK):

A constant unknown mean µ is considered within the Kriging system. Therefore, an ad-
ditional constraint in the form ∑n

j=0 wj = 1 is added to Eq. (7.12) representing LSC with a
constant trend (Schaffrin, 2001). The constraint is added to the Kriging system using the
Lagrange multiplier λ resulting in:

wOK =


w1
w2
...

wn
λ

 COK =


C11 C12 . . . C1n 1
C21 C22 . . . C2n 1

...
...

. . .
...

...
Cn1 Cn2 . . . Cnn 1
1 1 . . . 1 0

 DOK =


C10
C20

...
Cn0
1

 . (7.15)

Eq. (D.1)–(D.6) in Appendix D present a mathematical proof that OK is a specific case of
least-squares prediction or LSC.

Universal Kriging (UK):

Not a constant unknown mean value is considered, but e. g. a linear trend or a polynomial
function. The Kriging system extends to:

wUK =



w1
w2
...

wn
λ1
...

λk


CUK =



C11 C12 . . . C1n x11 . . . x1j
C21 C22 . . . C2n x21 . . . x2k

...
...

. . .
...

...
. . .

...
Cn1 Cn2 . . . Cnn xn1 . . . xnk
x11 x12 . . . x1n 0 . . . 0

...
...

. . .
...

...
. . .

...
xk1 xk2 . . . xkn 0 . . . 0


DUK =



C10
C20

...
Cn0
x10

...
xk0


, (7.16)

with k denoting the number of elements of the polynomial function.

As a constant mean cannot generally be assumed for the spatial interpolation of displacement
data, SK is not further considered within this work. In contrast to SK, OK replaces µ by a
local mean µ(x0), that is the mean of samples within the specified search window (Li & Heap,
2008, p. 15). In order to find an appropriate interpolation method for the displacements in
the investigation area, both OK and UK with a linear trend are applied to the displacement
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observations. It could be visually observed that artefacts are introduced to the interpolated
velocity fields when UK is used, which might result from the heterogeneous distribution of
the input data. In addition, OK is faster in runtime by a factor of two and more. Runtime
is an issue as a large amount of sample data shall be interpolated to a high resolution grid,
i. e. 200 m, for a region with a spatial extent of more than 200 km × 300 km in E–W and
N–S directions. Hence, OK is preferred over UK for the spatial interpolations described in
Sect. 7.4.2.

7.3.2 Covariance modelling using semivariograms

The semivariance γ between two data points xj and xk with distance d is defined as

γ =
1
2
· E
{[

y(xj)− y(xk)
]2
}
=

1
2
· E
{[

y(xj)− y(xj + d)
]2
}

. (7.17)

A semivariogram displays (average) semivariances for different point distances. From a semi-
variogram, a distance-dependent function describing the process (and measurement) noise of
the signal to be interpolated is deduced based on the assumption that the underlying process
exhibits ergodicity, homogeneity and isotropy. The function is estimated from the data itself
by calculating the empirical correlation between value pairs at different distances d, denoted
as lags. The relationship between the covariance C and the semivariogram γ is expressed
according to Gringarten & Deutsch (2001):

C(d) = C(0)− γ(d) . (7.18)

One of the following three models is commonly used to describe the distance-dependent
correlation of a signal:

• Spherical: γ(d) = c0 + c1(
3
2 min( d

r , 1)− 1
2 min( h

r , 1)3) ,

• Exponential: γ(d) = c0 + c1(1− e−(
d
r′ )) ,

• Gaussian: γ(d) = c0 + c1(1− e−(
d

r′′ )
2
) .

C(0) : Sill = nugget + partial sill
c0 : Nugget
c1 : Partial sill
r : Range

r′, r′′ : Modified ranges

(7.19)

The range of the models is a measure of correlation length of the signal (Journel & Huijbregts,
1981, p. 36). The sill C(0) describes the total a priori variance of the function and contains both
the variance of signal and noise. A nugget effect represents a discontinuity at the origin caused
by measurement errors, i. e. the observation variance, or residual influences of all variablities
at short distances (Journel & Huijbregts, 1981, p. 39 and p. 152). Fig. 7.5 shows an example for
an empirical semivariogram calculated from LOS velocities of InSAR. When the sill is reached,
approximately at 0.55 mm2/a2 in Fig. 7.5, the correlation between two data point locations is
equal to zero. For the spherical model, the sill is reached at range r, for the exponential and
Gaussian models the sill is only reached for d → ∞. As the range represents the correlation
length of the signal, modified ranges r′ and r′′ are used for these models. For the Gaussian
model, about 98 % of the sill is reached at d = 2 r′′.
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Figure 7.5: Example of an empirical semivariogram using 100 m lags and fitted models for LOS ve-
locities from InSAR in a part of the northern URG. The nugget c0 ranges from 0.42 to
0.45 mm2/a2 and the partial sill c1 from 0.10 to 0.13 mm2/a2 for the three models, resulting
in model functions with a similar behaviour.

The entries of matrix C are c0 + c1 for the main diagonal elements Cjj and c0 + c1 − γ(d)
for Cjk with j 6= k. By means of example, for the exponential model the non-main diagonal

entries result in c1 · e−(
d
r′ ). The covariances D at the prediction location are calculated from

the same semivariogram function applied to the distance w.r.t. the interpolation point. For a
spatial interpolation of large data sets, the computational effort to solve the Kriging system
is high. However, the correlation decreases with distance and observations of distant sample
points have a minor contribution to the interpolated value as they obtain a low weight wj.
Therefore, only data points within a specified search distance to the prediction location are
used to save runtime. The search radius is selected w.r.t. the empirical semivariogram. For
the example shown in Fig. 7.5, a search radius of 2000 m would be sufficient as the empirical
semivariogram models are saturated at this distance.
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7.4 Fusion of surface displacements

The data sets from levelling, GNSS and InSAR differ in their spatial and temporal resolution.
Therefore, the following hypotheses are implicitly assumed within the presented combination
approach:

(i) levelling, GNSS and InSAR measure the same deformation signal,

(ii) the tectonic displacements behave linear in time (constant velocity),

(iii) the tectonic signal is smooth in space and does not abruptly change within short dis-
tances (< 200 m).

Hypothesis (i) is a strong assumption as the measurements of the three techniques actually
do not represent the same location, even if they reside at nearby locations, e. g. ground vs.
building, see Fig. 7.6. The levelling benchmarks are located close to the ground mounted at
buildings, bridges, driven pillars or directly at the bedrock. In some cases, not the (tectonic)
surface displacement is measured, but a movement of the support of the benchmark relative
to the ground. The GNSS sites are mostly located on buildings in order to provide the best
possible visibility to the satellites and for reasons related to sustainability, damage control
and available infrastructure. The periodic signal visible in most of the coordinate time series
is caused by movements of the building or the support of the GNSS antenna due to thermal
expansion, and is filtered out within the time series analysis. However, tilt effects may still de-
teriorate the estimated velocity at the GNSS sites. In most cases, the location of the PS within
the PS pixel is unknown. A superposition of multiple scatterers (often with one dominant scat-
terer) within the InSAR ground cell represents the measured signal. Attempts to characterise
the dominating scatterer of a PS displacement signal have been made by Dheenathayalan &
Hanssen (2011, 2013). As PS pixels may as well be allocated to a backscattering at rooftops,
the tilting of buildings may influence the measured displacement signal, see Schenk (2015,
p. 100 f.).

Figure 7.6: Schematic view of the principal measurement locations of levelling, GNSS and InSAR. The
levelling benchmarks are located close to the ground, mainly attached to man-made objects
and are sensitive to vertical displacements (grey). Most of the GNSS sites are located on
buildings and are able to measure 3D displacements (blue), however, the Up component is
not used here. The exact location of the InSAR backscattering points is unknown and may
be situated close to the ground as well as on the top of a building. InSAR provides surface
displacements in the slant LOS towards the satellite (green).
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Hypothesis (ii) is an essential requirement as the dates of the measurements of levelling,
GNSS and InSAR do not coincide and cover different time spans. On the other hand, the
focus of the analysis is mainly dedicated to tectonic movements as most of the anthropogenic
influences are characterised by a non-linear displacement signal. Nevertheless, some non-
tectonic features still remain in the estimated velocities, either because they are more or less
linear within decades (GNSS, InSAR) or the temporal sampling is not high enough to detect
non-linearities (levelling).

Hypothesis (iii) becomes important for the interpolation which has to be applied to the data
within the combination as the point locations of the three techniques do not coincide in most
cases, see Fig. 7.6. The interpolation is performed at a common grid related to UTM coordi-
nates (zone 32N) with a resolution of 200 m. Abrupt deformation changes are smoothed out
in this case. The case study using levelling measurements at the EBF, presented in Sect. 4.6.1,
indicates a stable sliding of the graben interior relative to the BF. In general, stable sliding
at a certain depth results in seismic faulting and thus regional deformation of the surface.
Deformation induced by seismic faulting appears on a large spatial scale (tens of km) and is
therefore well resolved within the grid interpolation. In contrast, a sliding near the surface
would result in aseimsic faulting and thus local deformation at the fault.

Fig. 7.7 presents the general workflow of the developed two-step combination approach. First,
the PS displacement signal is interpolated to the location of levelling and GNSS measure-
ments, respectively. At these locations, a vertical and an horizontal offset w.r.t. levelling and
GNSS, respectively, is calculated considering the different reference frames of the InSAR stacks
(Catalão et al., 2010). In addition, the InSAR displacement signal has to be checked for a trend
caused by residual orbital or atmospheric effects or by the reference frame effect of plate mo-
tion inherent to InSAR as discussed in Sect. 6.2.3. The interpolation of PS displacements is
performed separately for every sensor and interferogram, which enables the combination of
ERS and Envisat time series within this step, described in detail in Sect. 7.4.4. The differences
between the vertical velocities of levelling and InSAR and between the horizontal velocities
of GNSS and InSAR also reflect the external accuracy of the measurements and serve as a
validation of the single-technique results. In a second step, the displacement rate data of the
three techniques is interpolated to a grid in the vicinity of the PS locations, denoted as PS grid.
Again, the PS time series are used in order to determine a combined ERS/Envisat displace-
ment rate if data of both sensors are available. Non-linear displacements in the ERS/Envisat
time series are separated in this step. The mathematical combination at the PS grid points
finally yields the 3D velocity solution.

In contrast to other combination approaches (Hu et al., 2011; Caro Cuenca et al., 2012; Wang
& Wright, 2012; Walters et al., 2014), the mathematical fusion of the data is performed close
to the PS locations only. This ensures that (i) large, local surface displacements, e. g. due to
anthropogenic activities, are not extrapolated, (ii) the resulting velocity map displays values
only close to locations where the information resides and (iii) the combination is numerically
stable, see Sect. 7.2. In other words, the high spatial coverage of the PS data is exploited
along with the accurate vertical and horizontal velocity information from levelling and GNSS.
As the precision of the interpolated velocities from levelling and GNSS is high close to the
measurement points and decreases with distance, see Fig. 7.10, the velocities from InSAR will
predominate the combined solution in areas, where no information from levelling and GNSS
is available. In contrast, the interpolation of PS data at large distances as performed in other
approaches could possibly deteriorate the combined velocity field because of remaining orbit
errors and unmodelled atmospheric signals.
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Figure 7.7: Workflow of the two-step combination approach. In step 1 the offset and trend between
InSAR and levelling/GNSS are estimated. Step 2 mathematically combines the InSAR,
levelling and GNSS velocity estimates at the PS grid. The offset and trend estimated in
step 1 are considered in the final estimation of East, North and Up components.

7.4.1 Covariance models for the spatial interpolation

For the interpolation of scattered sample data from levelling, GNSS and InSAR, the covari-
ance matrices C and D have to be determined. In the case of levelling and GNSS, the velocities
resulting from kinematic adjustment and from CATS time series analyses are spatially inter-
polated. A priori information on the uncertainties of the levelling and GNSS velocities is
already available. In the case of InSAR, the displacement values of each interferogram are
interpolated in a first step. Velocities are subsequently estimated at every PS grid point from
the corresponding displacement time series. The uncertainties of the InSAR displacements in
each interferogram are previously unknown.

The covariance matrices for levelling and GNSS interpolation are determined equivalently.
First, empirical semivariograms at certain lags are calculated from the velocity signal of both
techniques. Then, an exponential function is fitted in a least-squares sense to the semivario-
gram describing the spatial correlation of the signal of interest, see Eq. (7.19). In order to
account for the known uncertainties of each velocity estimate, the main diagonal elements of
C are scaled individually at every prediction location using the formal errors of the velocities
from the adjustment of the data. Therefore, the distance-weighted mean of the variances of all
data points considered at a certain prediction location is calculated and divided by the overall
mean variance. In order to provide an appropriate weight of the interpolated levelling and
GNSS velocities for the final combination with InSAR, a regularisation parameter is added to
the partial sill reflecting a decrease in accuracy with distance to the levelling lines and GNSS
sites, respectively, see Fig. 7.10. The GNSS velocities are separately interpolated for the East
and the North component. Correlations between the North and the East velocity components
are considered in the final combination step discussed in Sect. 7.4.6.

For the spatial interpolation of displacement values from InSAR, empirical semivariograms
are calculated from the LOS displacements in each interferogram. As the spatial resolution
of the data is much denser compared to levelling and GNSS, not the whole area is used for
the calculation of semivariograms. Because of computational issues, it is not reasonable to
use input values at more than 20,000 data points. In addition, the semivariogram should as
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best as possible reflect the stochastic behaviour of the signal of interest, i. e. tectonic motion.
As proposed by Caro Cuenca (2012, p. 73), a subset of PS pixels located in weakly and ho-
mogeneously deforming areas, denoted as test areas in the following, are used for fitting a
semivariogram model function.

According to Snedecor & Cochran (1980), the minimum number of samples to calculate a
mean value follows from

nmin =
z2
(1−α) · σ

2

e2 (7.20)

where zq denotes the q-quantile of the normal distribution, e is the absolute error and α is
the significance level. With α = 10% and σ = 2e, nmin results in 10.8. Hence, a number of
11 test areas seems to be a good trade-off between computation time and quality to calculate
statistics of the semivariogram functions. The test areas are selected based on a minimum
number of PS within a given search radius. Finally, the 11 test areas with the lowest standard
deviation of estimated velocities and with a mean value of deformation below ±1 mm/a are
chosen. The selected test areas in Envisat track 294C are displayed in Fig. 7.8. Only 26 of
the 49 investigated areas provide a number of more than 2,500 PS, see Tab. 7.2. Most of
them are located within the URG, where the PS density is much higher compared to the VG
and the BF regions, west and east of the graben, respectively. The chosen areas with weak
and homogeneous deformation are highlighted with different colours according to the mean
standard deviation.

Figure 7.8: Areas selected for the estimation of empirical semivariograms in Envisat track 294C. The
colours are sorted w.r.t. the standard deviation of the LOS displacements within each area
from blue (low standard deviation) to red (high standard deviation) and correspond to the
colours in Fig. 7.9.

Empirical semivariograms are calculated and an exponential model is fitted for each test area,
shown in Fig. 7.9. Most of the fitted model functions of the 11 test areas reveal a similar
behaviour. However, the three curves in yellow, orange and dark red reach a higher variance
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level corresponding to a higher value for the partial sill. Also the estimated range r′ reaches
larger values in these test areas. Interestingly, these test areas are located in the same region
close to the city of Strasbourg, where anthropogenic movements likely influence the spatial
displacement pattern. In order to suppress such outliers, the median values of the model
function parameters nugget, partial sill and range are taken for the interpolation of PS dis-
placements in each interferogram of the analysed image stack. Subsequently, the covariance
matrices C and D are assembled according to Eq. (7.18) and (7.19) in order to solve the Kriging
system.
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Figure 7.9: Empirical semivariograms and exponential models for LOS displacements in 11 weakly
deforming areas of interferogram 8 in Envisat track 294C. The different colours of the semi-
variograms correspond to the colours of the areas in Fig. 7.8.

Tab. 7.2 summarises the covariance modelling for InSAR LOS displacements in the nine ana-
lysed image stacks. For the ERS scenes covering a large spatial extent, a high number of
potential areas is available in contrast to the subtracks of the Envisat analyses, especially
those in track 294. The nugget parameter is generally larger for interferograms with a large
temporal baseline as generally higher absolute displacements are observed between master
and slave for a longer time span. The exemplary function parameters, given for the respec-
tive first interferogram in each stack, demonstrate that the nugget effect reaches higher values
compared to the partial sill. For the image stack of Envisat track 294C, the mean ratio between
nugget and total sill resulting from 32 interferograms is 0.7 (and 0.3 between partial sill and
total sill).

Table 7.2: Test areas and estimated covariance parameters for the nine analysed image stacks.

Sensor: ERS Envisat
Track: 294 258 487 294N 294C 294S 258 487N 487S

Number of interferograms: 50 23 22 17 32 42 18 18 36
Number of areas: 119 112 119 42 49 35 56 119 49
Areas with nPS > 2, 500: 56 54 60 36 26 22 40 61 30

Parameters of the estimated exponential semivariogram model for the first interferogram:
median(c0) [mm]: 14.3 11.8 15.7 11.1 15.3 19.5 13.4 7.5 12.2
median(c1) [mm]: 4.0 3.1 2.1 2.1 3.4 8.6 3.6 2.2 3.5
median(r′) [m]: 1,145 350 716 673 793 1,324 1,504 980 1,070
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7.4.2 Interpolation of levelling, GNSS and InSAR data

The spatial interpolation of the linear displacement rates from levelling and GNSS, and of
the displacements in each interferogram of the InSAR stacks is performed using the Kriging
system of OK defined in Eq. (7.15). The covariance models described in Sect. 7.4.1 are applied
to solve Eq. (7.12) at each grid location. The computation time of the interpolation to a 200 m
grid becomes large particularly in the case of InSAR, where the amount of sample data is high.
As the influence of a certain sample value on the estimated value at the prediction location
decreases with distance, not all sample data is used, but only a subset within a specific search
radius (2 km). In any case, an interpolation is only performed at prediction locations where
at least five sample data points are found within the given radius. For the interpolation of
linear rates from levelling and GNSS, large radii are chosen (35 km and ∞ for levelling and
GNSS, respectively) in order to provide interpolated values at almost all locations covered
by the three SAR tracks. On the other hand, resulting extrapolated velocity estimates are
down-weighted within the combination with InSAR as the standard deviation increases with
distance to the location of the original measurements.

(a) (b)

(c) (d)

Figure 7.10: Interpolated displacement rates from levelling (a) and corresponding standard deviations
(b), and interpolated displacement rates from GNSS North component (c) and correspond-
ing standard deviations (d) in the central URG area. Black dots represent the locations of
levelling benchmarks and GNSS sites.
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Fig. 7.10 displays the interpolated velocity fields of levelling and GNSS along with corre-
sponding standard deviations for the central URG area. In the western part of the crop shown
in Fig. 7.10, the levelling lines are less dense resulting in extrapolation of the original measure-
ments. A difference in the standard deviations in the western (French) part and the eastern
(German) part is visible in Fig. 7.10(b) mainly due to the smaller number of repetitions inher-
ent to the French measurements. Most of the French levelling lines were only measured in two
or three epochs, see Fig. 4.17. In general, the standard deviations of the interpolated velocities
of both levelling and GNSS are low close to the measurement points and increase with dis-
tance. The GNSS estimates are separately interpolated for the East and the North component
and shown for the North component in Fig. 7.10(c). The spatial behaviour of the interpo-
lated displacement rates and corresponding standard deviations is similar for the GNSS East
component (not shown in Fig. 7.10). Correlations between the North and the East velocity
components, which are determined from the same set of GNSS observations, are considered
in the final combination step, see Sect. 7.4.6.

The displacement values at PS locations are interpolated to two different sets of prediction
locations: (i) the location of levelling and GNSS points (step 1 in Fig. 7.7) and (ii) to a 200 m
grid in the vicinity of the PS pixels (step 2 in Fig. 7.7). After the spatial interpolation of dis-
placement values in each interferogram, linear velocities are estimated from combination of
ERS and Envisat time series, see Sect. 7.4.4. As the final combination shall only be performed
in the areas close to the PS locations, a maximum distance of the prediction location to the
closest sample data point of 100 m is set. This means that the PS grid only contains valid num-
bers close to the original set of PS pixels. The resulting field of interpolated displacements is
exemplarily shown in Fig. 7.11 for one interferogram of Envisat track 294C in the central URG
area. Most of the displacement values shown in the crop are small. Particularly in the western
part, some of the values reveal larger changes acting on a small spatial scale likely attributed
to unmodelled atmospheric influences. However, these temporally uncorrelated influences
will largely diminish in the estimates of linear rates from a large number of interferograms.
The standard deviations resulting from the interpolation shown in Fig. 7.11(b) are on a similar
level for each interferogram depending on the nugget and sill values of the corresponding
semivariogram function, see Fig. 7.9. Slightly lower standard deviations are observable in the
cities and villages located in the graben compared to other areas characterised by only few PS
pixels, particularly in the sparsely populated areas of VG and BF.

(a) (b)

Figure 7.11: Interpolated displacements (a) and corresponding standard deviations (b) for interfero-
gram 8 in Envisat track 294C. Black frames represent a zoom into a representative region.
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7.4.3 Stitching of overlapping SAR image stacks

The analysis of Envisat data in tracks 487 and 294 has been split into subtracks in order to
make use of the higher number of available scenes in the southern part of the URG area, see
Tab. 3.3. After interpolation to a common grid, the subtracks shall be stitched together in a
way that an homogeneous velocity field is obtained. Differences in the resulting LOS velocities
of the subtracks may exist as a different spatial reference area is chosen within each subtrack
resulting in an offset of the velocities of different subtracks. Further, non-constant velocity
differences may occur, particularly due to a difference in the master selection and the total
time span of available SAR data, but are neglected here. First, linear rates are estimated from
the displacement time series of grid points in each subtrack applying least-squares adjustment
along with the covariance model discussed in Sect. 7.4.4 to a single sensor time series. The
offset between different subtracks follows from the resulting LOS velocities in the overlapping
area of any two subtracks. The mean value of velocity offsets w.r.t. the subtrack which contains
the defined reference area at the city of Lahr is finally used as overall offset for the whole
subtrack. The estimated velocity offsets vo f f are +0.25 mm/a for track 294S w.r.t. track 294C,
+0.76 mm/a for track 294N w.r.t. track 294C and −0.08 mm/a for track 487S w.r.t. track 487N.
The Envisat LOS velocitiy estimates within track 294 are shown in Fig. 7.12 before and after
the veloity offset is applied to the velocities.

(a) (b)

Figure 7.12: LOS velocities in track 294 calculated from Envisat displacement time series of three sub-
tracks before (a) and after (b) stitching. Black triangles mark the location of the reference
areas which is Karlsruhe for the northern subtrack, Lahr for the central subtrack and Lör-
rach (close to Basel) for the southern subtrack. Black lines separate the used extent of the
subtracks.

As the displacement values of the stitched track shall be further used for the combination
of ERS and Envisat, new, stitched displacement values have to be calculated for every valid
grid point in all interferograms i of the subtracks 294S, 294N and 487S. A residual, detrended
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displacement ∆Ri, res follows from subtraction of the estimated linear trend with a velocity v1,
the time difference ∆t w.r.t. a reference epoch, e. g. the date of the first acquisition, and the
intercept b

∆Ri, res = ∆Ri − v1∆t− b . (7.21)

The new, stitched displacement values ∆Ri,new result from the new velocity v2 at the grid point
with v2 = v1 + vo f f , and can be reformulated as follows:

∆Ri, new = ∆Ri, res + v2∆t + b
= ∆Ri − v1∆t− b + v2∆t + b
= ∆Ri + (v2 − v1)∆t
= ∆Ri + vo f f ∆t .

(7.22)

The stitched displacement values are subsequently used for the combination of ERS and En-
visat time series. Stitching is currently also an issue for InSAR analyses of Sentinel-1 data,
where the SAR data is acquired and provided on three subswaths which have to be combined
within the interferometric processing for the analysis of large areas.

7.4.4 Combination of ERS and Envisat time series

The analysed ERS and Envisat tracks in the URG area cover a similar region. In order to
increase the length of the time series along with the resulting precision of estimated velocities,
the displacement values of ERS and Envisat are combined on the basis of time series. When
combining ERS and Envisat, linear rates are more precisely estimable as the temporal baseline
covered by the InSAR displacement values is significantly increased. For a subregion in the
northern URG, combined ERS/Envisat estimates of linear rates in ascending and descending
image geometries are compared to linear rates estimated from separate ERS and Envisat time
series. Differences of the Up and East components, calculated from ascending and descending
linear rates, to linear rates obtained from levelling and GNSS are smaller and less dispersive
for the combined ERS/Envisat solution. In addition, a separation of linear and non-linear
movements is more effective with the combined time series, see Fig. 7.13. Caro Cuenca et al.
(2010) presented a least-squares formulation for joint time series estimates by fitting a third
order polynomial function to the ERS/Envisat displacement time series. The unknown offset
xo f f represents the total displacement between the ERS and Envisat acquisition period and is
simultaneously considered within a least-squares adjustment:
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∆RA, i : Displacement in interferogram i, sensor A (ERS)
∆RB, i : Displacement in interferogram i, sensor B (Envisat)

nA : Number of interferograms of sensor A
nB : Number of interferograms of sensor B
tA : Acquisition time of sensor A
tB : Acquisition time of sensor B
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x0, x1, x2, x3 : Parameters of a polynomial function
xo f f : Offset between sensor A and sensor B
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Figure 7.13: Example for ERS/Envisat time series combination using displacement values at two dif-
ferent locations of track 487. (a) Linear movement (subsidence), (b) Non-linear movement.

As the combination of InSAR velocities with GNSS and levelling velocities is based on linear
movements, the results of Eq. (7.23) are used to separate linear and non-linear movements.
At every interpolation point, the adjustment is performed with three different parameter sets
on the time series data. First, the polynomial function contains all components displayed in
Eq. (7.23). Second, the third-order monomial t3 is omitted, and finally, also the second-order
monomial t2 is removed from the model, resulting in a purely linear velocity estimate. After-
wards, a test on significance of the second- and third-order polynomial coefficients against the
null hypothesis of a linear movement is performed. The test value TS for a significance test
of the second-order polynomial follows a Fisher distribution with (u2 − u1, n− u2) degrees of
freedom and is compared with a 1% quantile:

TS =

SSE1−SSE2
u2−u1
SSE2
n−u2

. (7.24)

SSEj : Sum of squared errors
(
= e>C−1e

)
uj : Number of parameters with j=1: linear, j=2: quadratic

n : Number of observations

Note that SSEj is distributed according to the chi-squared distribution. The ratio of two chi-
squared variates follows a Fisher distribution if the two quotients are stochastically indepen-
dent. As the parameter estimation is performed in separate least-squares adjustments with a
different set of monomials, the quotients in Eq. (7.24) can be considered as independent even
if the adjustments rely on the same observations. If TS calculated from Eq. (7.24) is larger than
the critical value of the Fisher distribution, the null hypothesis is rejected and the movement



176 7 Fusion of Techniques

is considered to be non-linear. Two representative examples for a linear movement and for a
non-linear movement with a significant second-order component are shown in Fig. 7.13. Both
the ERS and Envisat time series data are related to the same reference area. From a separate
estimation of linear rates of the time series data from ERS and Envisat shown in Fig. 7.13(b),
both movements would be modelled with a linear function. In fact, the movement behaviour
is completely different in the first and second period, such as for the deformation pattern close
to the city of Landau presented in Sect. 6.5.5. A single-sensor approach to describe non-linear
movements at PS pixels using polynomial functions was recently published by Busch & Linke
(2014) and applied to Terra-SAR-X data in urban environments. However, in addition to the
functional model, the stochastic model of the here developed joint time series adjustment is
important and described in the following.

A realistic model for the accuracy of displacement values within the ERS and Envisat time
series requires considering (i) the individual accuracy of the interpolation point, (ii) the ac-
curacy level of the interferogram and (iii) temporal correlations between interferograms. The
mean variance of the interpolated displacement values ∆Ri at different interferograms and
grid points is used as variance or total sill C(0) of the signal. The mean interpolated variances
are smaller for the tracks containing fewer interferograms, see Fig. 7.14(a). It can be observed
that already the StaMPS estimates of phase noise in the nine tracks depend on the number
of interferograms within the stack, yielding a higher noise level for the stacks with a high
number of images. Also the threshold values for the spatio-temporal consistency (STC), dis-
cussed in Sect. 6.5.2, have larger values for the stacks with a higher number of interferograms,
see Fig. 7.14(b). However, from a stack analysis of InSAR data, it is reasonable that a lower
standard deviation of resulting deformation values is achievable with a larger image stack as
the phase terms shown in Eq. (3.26) are better separable.
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ues and corrected values applied in the covariance
model for time series combination.
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(b) Interferogram standard deviation from phase noise
and STC thresholds applied within the quality filter-
ing, see Tab. 6.7.

Figure 7.14: Dependence of accuracy on the number of interferograms within each image stack. Mean
variances of deformation values result from the spatial interpolation using Kriging. Phase
noise standard deviations for each interferogram are calculated from the wrapped phases
within StaMPS. Spatio-temporal consistency (STC) thresholds are calculated for each stack
as described in Sect. 6.5.2. Linear regression of the dispersion measures is shown in order
to illustrate the dependence on the number of interferograms within each stack.

Mahapatra et al. (2014) derive empirical precision values for InSAR displacements measured
at active transponders at the level of 1.8–4.6 mm. From a comparison of two different Envisat
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stacks with GPS data observed at the same location, they find a significantly better precision
for the image stack containing more images. In order to account for the fact that the precision
of resulting deformation values in each interferogram is higher if the data stack comprises a
large number of interferograms, an additional regularisation parameter is added to C(0) de-
pending on the number of interferograms in the corresponding image stack. A linear relation-
ship is assumed to describe the decrease in precision for a smaller number of interferograms
w.r.t. the stack containing the highest number of images, see green line in Fig. 7.14(a). The
overall precision for the natural radar targets analysed within this study is assumed to be not
better than the achievable precision at active transponders (Mahapatra et al., 2014) and is at
the level of 3.0–3.5 mm for the different stacks. Only a slight decrease in precision for stacks
with less images is used here as the real relationship between the number of interferograms
and the precision of displacement values is unknown.
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Figure 7.15: Covariance matrix of ERS/Envisat time series combination at grid points in track 487 (a)
and track 294 (b). The left upper part represents the ERS interferograms, (a) number 1–22,
(b) number 1–50, the part at the right bottom the Envisat interferograms, (a) number 23–
58, (b) number 51–82. Note that no correlation between ERS and Envisat data is assumed.
The two blocks in the ERS interferograms (interferogram 1–10 and interferogram 11–50 in
(b)) result from a data gap between 1993-10-29 and 1995-06-04.

Temporal correlations between the displacement values are assumed to be present as the dis-
placement values are related to the same master scene and temporal filters are applied within
the stack analysis at several stages, particularly for the atmospheric filtering. A temporal var-
iogram estimation is applied to the LOS displacements of each image stack using the time
differences as distances d. However, the variogram parameters, i. e. sill, nugget and range
are not detectable with high significance as only n = 17 to n = 50 data points are available
for each PS location. At least, the estimated ratio between nugget and total sill and between
partial sill and total sill can be constrained to values of 2/3 and 1/3, respectively. Note that
similar ratios result from the variogram estimates for the spatial interpolation of interfero-
grams, see Sect. 7.4.1. The temporal covariance model uses the corrected variance C(0) at
each interpolation point along with the aforementioned ratio to determine nugget and partial
sill. A Gaussian model is applied to model the decrease of C with time, using a modified
range r′′ = 730 days, as Gaussian filters with a time window of 730 days are commonly used
within the PS analysis of StaMPS. A 730 days smoothing window is used for the weeding and
for the estimation of phase noise within the unwrapping (Hooper et al., 2013, p. 18 f.). In
addition, the spatio-temporal filtering uses a Gaussian filter with a time window of 730 days,
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as discussed in Sect. 6.3.4. Finally, the main diagonal elements of the covariance matrix are
scaled using the ratio between the variance of interpolated displacement values C(0)i per in-
terferogram and the mean variance C(0). Fig. 7.15 shows two representative examples of the
final covariance matrix at grid points in tracks 487 and 294.

The importance of an appropriate covariance modelling in the times series combination be-
comes obvious from Tab. 7.3. If an identity matrix is used instead of the more sophisticated
covariance matrix (Fig. 7.15), more than 20% of the movements are considered to be non-
linear. When accounting for temporal correlations between displacements of different inter-
ferograms, the amount of displacements assigned to a non-linear motion model significantly
decreases in all three tracks. The additional scaling of the main diagonal elements further
reduces the amount of non-linear displacements to values between 0.9 and 5.9 %. The remain-
ing non-linear displacements are mostly located in regions with man-induced deformations,
see Fig 7.16. In track 487, a significant amount of non-linear movements is located in the
northern part of the track, see Fig D.1(c) in Appendix D. These non-linear movements may
be assigned to residual unmodelled phase contributions in the northern part of Envisat track
487N and a resulting misfit in the motion behaviour compared to the ERS time series data. For
the combination of displacement results from PS-InSAR, levelling and GNSS, PS grid points
with a non-linear displacement are omitted. Note that the standard deviations of the esti-
mates increase when temporal correlations are considered and the main diagonal elements
are scaled according to the individual interferogram accuracy, see Tab. 7.3. Values of 0.5 to
0.6 mm/a for the 2σ standard deviations of velocities are more realistic compared to values of
0.2 to 0.3 mm/a resulting from the case when an identity matrix is used within the stochastic
model. Furthermore, the higher values are supported by several investigations on the preci-
sion of velocity estimates resulting from PS-InSAR analyses with C-band data (Rocca, 2007;
Rucci et al., 2012; Rocca et al., 2013).

Table 7.3: Influence of the covariance model for the combination of ERS/Envisat time series on the
amount of non-linear movements and on standard deviation (STD).

Non-linear movements Mean 2σ STD of LOS
Number Percentage velocities [mm/a]

Track 258, 77,676 valid grid points
Identity matrix: 17,678 22.8 0.30
Temporal correlations: 3,140 4.0 0.57
Temporal correlations and scaled main diagonal: 1,778 2.3 0.64

Track 487, 73,917 valid grid points
Identity matrix: 25,509 34.5 0.25
Temporal correlations: 8,254 11.2 0.43
Temporal correlations and scaled main diagonal: 4,368 5.9 0.51

Track 294, 75,732 valid grid points
Identity matrix: 19,538 25.8 0.23
Temporal correlations: 1,028 1.4 0.52
Temporal correlations and scaled main diagonal: 678 0.9 0.57

The resulting LOS velocities from joint time series estimation of ERS and Envisat data at grid
points in the URG area are shown in Fig. 7.16 for track 294 along with the corresponding
standard deviations of the estimates. 98 % of the LOS velocities in track 294 are within a range
of ±1 mm/a. Larger subsidences of 5 mm/a and more are visible in the area of Landau in
the northern part at 8◦7’ E, 49◦12’ N and close to Mulhouse in the southern part at 7◦16’E,
47◦47’N. A non-linear motion model is assigned to most of the movements in this areas,
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see black dots in Fig. 7.16(a). The non-linear displacements in the south eastern part of the
track might be a result of residual unmodelled errors in this area due to strong atmospheric
signals present in the Alpine foreland in some of the interferograms. The mean 2σ standard
deviation is 0.57 mm/a with values ranging between 0.25 and 1.41 mm/a. Higher standard
deviations are observed in the VG and in the BF, where the PS density is low and hence the
separation of nuisance terms as well as the spatial interpolation is worse. However, higher
uncertainties are as well observable in parts of the large cities, i. e. Mannheim, Karlsruhe,
Strasbourg, Freiburg, Mulhouse and Basel, resulting from velocity estimates of noisy time
series data. The standard deviations shown in Fig. 7.16(b) are used as input data for the
stochastic model of the combination with levelling and GNSS velocities, see Eq. (7.26). At grid
points with a high uncertainty of the LOS velocitiy, the weight applied within the data fusion
will be low. The LOS velocities for the two ascending tracks and corresponding standard
deviations are shown in Appendix D. Note that track 258 contains data of both sensors only
in the southern part. The resulting LOS velocities cover different areas in the northern and
southern parts as the overlapping area covered by both sensors is smaller in range direction,
see Fig. D.1(a).

(a) (b)

Figure 7.16: InSAR velocity estimates at grid locations in track 294 from ERS/Envisat combination. (a)
LOS velocities, (b) Standard deviation (2σ) of LOS velocities. Grid points with a significant
non-linear motion behaviour are marked as black dots in (a) and omitted in (b).

7.4.5 Reference frame integration

In the first step of the data fusion, the different reference frames of levelling, GNSS and InSAR
are considered. Therefore, an offset and a linear trend, i. e. a velocity ramp, between levelling
and InSAR (vertical component) and between GNSS and InSAR (horizontal component) are
estimated. After stitching of subtracks, the PS analyses of the three tracks refer to the same
reference area located at the city of Lahr (7.876◦E, 48.342◦N). Levelling benchmarks located
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within the selected reference radius of 500 m reveal a small subsidence tendency of the ref-
erence area w.r.t. the levelling reference point located in the eastern BF. The average linear
displacement rate of six levelling benchmarks located within or close to the InSAR reference
area is −0.16 mm/a. The horizontal displacement rates at surrounding GNSS sites are also
small close to the InSAR reference area. The 15 km distant site at Offenburg (0393) has a
velocity of +0.28 and +0.03 mm/a for the East and North component, respectively.

In order to integrate the InSAR velocities into the reference frame of levelling, offset and trend
are estimated from LOS velocities interpolated at the locations of the levelling benchmarks,
see Fig. 7.7. The ascending and descending velocity estimates are converted to Up and East
components by application of Eq. (7.9). Note that the sensitivity of InSAR to the North com-
ponent is low because of the near polar orbits and the side-looking geometry. The offset
follows from the mean difference between the vertical velocities from levelling and the InSAR
Up component, and is attributed to a bias of the InSAR reference frame w.r.t. the vertical
datum of levelling (Catalão et al., 2010). Subsequently, a velocity trend is estimated from the
residual differences after subtracting the offset. Offset and trend estimates for the two track
combinations are shown in Tab. 7.4.

Table 7.4: Offset and trend between the vertical components of levelling and InSAR at the location of
levelling benchmarks.

Track (asc., desc.) Offset [mm/a] Trend [mm/a per 100 km]

Track 258, 294 −0.13 0.17
Track 487, 294 −0.34 0.36

Both offsets reveal negative values, which means that the level of the InSAR Up component
is higher compared to the level of the levelling results. This is in general agreement with the
slight subsidences of the levelling benchmarks close to the InSAR reference area. As the InSAR
reference area is slightly subsiding all other InSAR velocities are slightly shifted upwards and
have to be reduced by application of a negative offset. However, both estimates of offset and
trend are small indicating a good agreement between the vertical linear rates from InSAR
and levelling. A trend between the vertical rates from levelling and InSAR reflects differences
on a larger spatial scale and can be attributed to various factors, such as residual orbital or
atmospheric effects. The application of a trend enables to fit the InSAR displacement rates into
the large-scale velocity field defined by the levelling estimates, while exploiting the capability
of InSAR to resolve the spatial pattern of a deformation.

Different data combination strategies are possible to calculate the horizontal offsets between
GNSS and InSAR:

(i) calculation of East and Up components from ascending and descending velocities
(InSAR-only, equivalent to the levelling case),

(ii) estimation of East and Up components from ascending and descending velocities and
levelling velocities,

(iii) calculation of East, North and Up components from ascending and descending velocities
and levelling velocities.

For (i), no additional data is required, but the resulting East and Up components are erroneous
if a significant North velocity component exists. For (ii) and (iii), the levelling displacement
rates have to be interpolated to the locations of GNSS sites. While (ii) is able to solve the
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two components in a least-squares sense, but again may be erroneous because of neglecting
the North component, (iii) constrains the Up component with the levelling velocity, but may
estimate a potentially existing North component. However, the differences between GNSS
and InSAR in the North component are much larger compared to the East component as the
sensitivity of InSAR to the North component is low. For a subregion in the northern URG, the
differences between the three calculation strategies are below 0.1 mm/a for the East compo-
nent at the analysed GNSS sites if the combined ERS/Envisat velocities are used. In order to
calculate an offset and trend for the east component which is unconstrained from the levelling
result, the InSAR-only solution is preferred. The resulting offset and trend estimates for the
two track combinations are shown in Tab. 7.5. As for the levelling calculations, all values are
well below 1 mm/a indicating a good fit of velocities from GNSS and InSAR. However, the
estimated trends are larger for the East component compared to the Up component, which
is at least partly due to the lower sensitivity of the horizontal components from InSAR. Fur-
thermore, a trend could have been introduced to the horizontal components of InSAR LOS
velocities by the reference frame effect of plate motion described within Sect. 6.2.3.

Table 7.5: Offset and trend between East components of GNSS and InSAR at the location of GNSS sites.

Track (asc., desc.) Offset [mm/a] Trend [mm/a per 100 km]

Track 258, 294 −0.23 0.76
Track 487, 294 −0.02 0.55

Within the mathematical data fusion, offset and trend values are added to the LOS velocities
of each grid point. Following Eq. (7.9), the ascending and descending contribution of the
correction value at the corresponding pixel is calculated. For the calculation of offset and
trend values, only grid points with LOS velocities in both ascending and descending image
geometry, are used. For the reference frame integration of LOS velocities, also the grid points
containing only ascending or only descending LOS velocities are corrected with the corre-
sponding offset and trend values. Tab. 7.6 compares the standard deviations of the resulting
3D velocities with and without reference frame integration for the grid points located in areas
with both ascending and descending LOS velocities and for the whole analysed area including
also velocities in one image geometry only. In both cases, the standard deviations of all three
velocity components are reduced. For the grid points containing ascending and descending
velocities, the standard deviation in all components reduces by about 18 %, when the velocities
are integrated into the reference frames of levelling and GNSS.

Table 7.6: Mean standard deviations of 3D velocities resulting from the mathematical fusion of level-
ling, GNSS and InSAR with and without application of offset and trend.

East [mm/a] North [mm/a] Up [mm/a]

Asc. and desc. velocities (55,536 grid points)
without offset and trend correction: 0.40 0.50 0.17
with offset and trend correction: 0.33 0.41 0.14

Whole analysed area (134,431 grid points)
without offset and trend correction: 0.43 0.51 0.19
with offset and trend correction: 0.38 0.45 0.18
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7.4.6 Mathematical data fusion

Finally, the mathematical fusion of linear displacement rates of the three techniques is per-
formed. At every PS grid point containing LOS velocities in ascending and descending image
geometries, least-squares adjustment is applied and three velocity components in East, North
and Up direction (vE, vN , vU) are estimated from the set of five given observations (Vasc, Vdesc,
VGNSS, E, VGNSS, N , Vlev):


Vasc
Vdesc

VGNSS, E
VGNSS, N

Vlev

 =


− sin θasc cos αasc sin θasc sin αasc cos θasc
− sin θdesc cos αdesc sin θdesc sin αdesc cos θdesc

1 0 0
0 1 0
0 0 1


vE

vN
vU

+ e . (7.25)

The design matrix contains the projection of LOS velocities to East, North and Up components
using the satellites’ heading α and the incidence angle θ, see Eq. (7.4). A constant heading is
assumed for each track, whereas the incidence angle is range-dependent and individual values
are used at every grid point location. The covariance matrix of the least-squares adjustment is
given by

C =


σ2

Vasc
0 0 0 0

0 σ2
Vdesc

0 0 0
0 0 σ2

VGNSS, E
σVGNSS, E, N 0

0 0 σVGNSS, E, N σ2
VGNSS, N

0
0 0 0 0 σ2

Vlev

 . (7.26)

While the velocity estimates calculated from InSAR in ascending and descending image ge-
ometries are assumed to be uncorrelated, the GNSS velocities in North and East direction are
correlated as they stem from the same set of observations. The E–N covariance inherent to the
daily coordinate estimates propagates into the E–N covariance of the linear velocity estimates
σVGNSS, E, N in a way that the ratio between covariances and variances remains the same. Hence,
the mean E–N correlation from all daily coordinate solutions is used to estimate linear ve-
locities along with the full covariance matrix at every GNSS site. Subsequently, the resulting
correlations are spatially interpolated in order to provide the input for Eq. (7.26) at every grid
point. Only at seven of the 76 analysed GNSS sites, the E–N correlation of velocities is larger
than ±2 %. The difference in the resulting 3D velocity field when the covariance matrix given
in Eq. (7.26) is used instead of a diagonal covariance matrix is thus not significant. Maximum
velocity differences at the grid points are observed for the North component, but still below
0.02 mm/a (92 % below 0.001 mm/a).

At the overlapping part of the two ascending tracks 258 and 487 the functional and stochastic
models given in Eq. (7.25) and (7.26) are extended by one row and two LOS observations in
ascending image geometry Vasc, 1 and Vasc, 2 are used. Also grid points with only one ascending
or descending LOS observation can be handled. In this case, the functional and stochastic
models reduce to four rows. For the data fusion of the analysed velocities in the URG area,
seven combination cases are distinguished, summarised in Tab. 7.7.



7.4 Fusion of surface displacements 183

Table 7.7: Different observation cases used within the fusion of velocities and number of corresponding
grid points.

Case Case description Total number Track number(s) Number of
No. (InSAR velocity components) of observations of observations grid points

1 1 ascending, 1 descending 5 258, 294 20,602
2 487, 294 17,758

3 2 ascending, 1 descending 6 258, 487, 294 17,176

4 1 ascending 4 258 28,790
5 487 23,079

6 1 descending 4 294 17,979

7 2 ascending 5 258, 487 9,047
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7.5 3D velocity field of the URG

The combination of levelling, GNSS and InSAR displacement data is performed as described
in Sect 7.4 finally resulting in 3D velocities at the PS grid with a spatial resolution of 200 m.
According to Tab. 7.7, the final result provides valid grid values at 134,431 grid points. For
visualisation purposes the horizontal velocities are interpolated to a sparser grid and dis-
played as velocity arrows above the colour-coded vertical velocities in Fig. 7.17. The presented
velocity field reveals the on-going surface motion of the URG area in unprecedented de-
tail and accuracy. Corresponding standard deviations of the velocity estimates are shown in
Fig. 7.18.

Figure 7.17: Final result of the combination of levelling, GNSS and InSAR: horizontal linear rates (ar-
rows) and vertical linear rates (colour-coded). The horizontal velocity field is interpolated
to a 5 km grid for visualisation purposes. The vertical movements are relative to a refer-
ence point in the eastern BF, the horizontal movements are relative to a local Euler pole
estimated from all 76 GNSS sites in the URG area. Brown lines represent faults in the URG
area after Peters (2007, p. 166), main border faults (thick), active faults (medium thick) and
other faults (thin). Grey background: shaded DEM using SRTM-3 data.
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7.5.1 Discussion of final results

In order to investigate the contribution of InSAR to the resulting velocity field, a comparison
to a velocity field resulting from the levelling and GNSS observations is calculated, shown in
Fig. D.2 in Appendix D. A velocity field with the same spatial extent and resolution related
only to the levelling and GNSS velocities is easily obtained by setting the standard deviation
of the InSAR observations to a high value (σVasc , σVdesc → ∞). The horizontal velocity of
the levelling-GNSS-only solution does not much differ from the result given in Fig. 7.17, see
difference plot given in Fig. D.3. The general trends of the velocity arrows are similar, which
is reasonable as InSAR is more sensitive to vertical deformations, see Eq. (7.8). However, some
regional changes of horizontal trends are observable. The combined solution reveals stronger
S directed movements at the WBF close to Strasbourg and stronger E directed movements at
the EBF close to Karlsruhe as well as in the southeast at Lake Constance. The vertical velocity
field shows major differences in areas with strong anthropogenic deformation, such as in the
mining areas of Lorraine/Saarland and west of Mulhouse, see Fig. D.3. Besides these large
changes, smaller differences are observed north of Strasbourg, where the magnitude of a local
subsidence pattern present in the levelling results is significantly decreased. Furthermore,
one can observe a slight increase of the uplift tendency close to Karlsruhe, a decrease of the
uplift in the Palatinate Forest and increasing values for the subsidence at the Heidelberger
Loch, particularly north of Heidelberg, as well as at Lake Constance. Larger differences at the
borders of the InSAR tracks may be attributed to residual, unmodelled phase contributions in
the InSAR analyses.

Table 7.8: Statistics on the East, North and Up components of the combined 3D velocities and their
formal errors, i. e. standard deviation (STD) of least-squares adjustment. Minimum (MIN),
maximum (MAX) and mean values are given in mm/a.

Velocities Velocities within STD STD within
MIN MAX Mean ±1 mm/a ±0.5 mm/a MAX Mean 1 mm/a 0.5 mm/a

East −1.19 2.16 0.30 98.9 % 80.7 % 6.41 0.38 96.9 % 75.5 %
North −0.81 0.77 −0.11 100.0 % 94.4 % 7.21 0.45 94.4 % 66.4 %
Up −3.72 1.03 −0.13 99.1 % 90.8 % 2.99 0.18 99.2 % 96.5 %

In general, the estimated 3D velocities are small. Tab. 7.8 gives some statistical numbers on the
three velocity components and their formal errors at the 134,431 grid points of the final solu-
tion. With more than 80 % of the velocity estimates in East, North and Up components being
within ±0.5 mm/a, it can be stated that the URG is exposed to small crustal deformation. The
mean standard deviations of velocities indicate a good fit of the three techniques in most parts
of the investigation area. However, large standard deviations are observed in areas, where the
displacement rates of the three techniques do not fit together. The spatial distribution of hor-
izontal and vertical standard deviations are given in Fig. 7.18. Largest values are observed at
the mining areas of Lorraine/Saarland and Wittelsheim. InSAR is the only technique covering
the whole spatial extent of both mining areas. The interpolated velocity fields of levelling and
GNSS are not able to capture the deformation in these areas and are thus delivering inaccu-
rate information on the surface displacement. In addition to the significantly larger standard
deviations compared to other regions, some unrealistic horizontal velocities are observed in
these areas. A general increase in the standard deviations of horizontal velocities is observ-
able with distance to the location of GNSS sites. The North component shows larger formal
errors compared to the East component, which reflects the slightly larger standard deviations
of the GNSS North components, see Tab. 5.2, and the low sensitivity of InSAR to the North
component, see Eq. (7.8). The standard deviations of vertical velocities are smaller compared
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to the horizontal ones and more homogeneously distributed in the central part of the area
as they are well constrained by the spatially dense levelling and InSAR data. At the border
areas, increasing values are observed related to larger discrepancies of the InSAR results at the
borders of the analysed tracks. In addition, the 3D velocities are calculated from ascending or
descending data only at the borders of the investigation area and hence worse constrained by
the InSAR data.

Figure 7.18: Standard deviation of linear rates: horizontal (ellipses) and vertical (colour-coded). Orange
triangles mark the locations of GNSS sites. The horizontal standard deviations depend on
the distance to the sites as the horizontal velocity field is mainly constrained by the GNSS
velocities. Brown lines represent faults in the URG area after Peters (2007, p. 166), main
border faults (thick), active faults (medium thick) and other faults (thin). Grey background:
shaded DEM using SRTM-3 data.

The mean standard deviations of the velocities are 0.4 and 0.2 mm/a for horizontal and ver-
tical components, respectively, and reflect the standard deviations of the input data given in
Tab. 7.1. Compared to earlier geodetic studies on velocity fields in Central Europe (Zippelt
& Mälzer, 1987; Nocquet & Calais, 2003, 2004; Vigny et al., 2002), the standard deviations are
reduced while the spatial resolution is considerably improved. Furthermore, this is the first
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investigation of large-scale tectonic and anthropogenic deformation in the URG using InSAR,
which particularly enables detailed insight into the spatial deformation behaviour related to
anthropogenic activities in the region. The characteristics of the 3D velocity field along with
the realistic formal errors evidence the high quality of the developed data fusion approach,
which benefits from the advantages of the sensors taken into account. However, the deforma-
tion attributed to tectonics is found to be at a similar level as the uncertainties of the velocities,
making a profound interpretation of the velocities difficult.

7.5.2 Geoscientific interpretation of the velocity field

For a proper interpretation of the results, the reader should keep in mind that all movements
shown in Fig. 7.17 are of a relative nature. The vertical movements are relative to a levelling
benchmark located in the eastern BF, the horizontal movements to a local Euler pole estimated
from the velocities at 76 GURN sites. A detailed, quantitative interpretation of the velocity
field w.r.t. tectonic deformation is beyond the scope of this work. Recent surface velocities
measured by geodetic techniques are controlled by various factors and often not easily related
to the dominant style of tectonic faulting, especially if the observed velocities are as small as
in the URG area. In addition, tectonic deformation in the URG area is superimposed by non-
tectonic effects resulting from anthropogenic activities. This particularly holds for areas with
large vertical movements related to mining activities. Within this section, some conclusions
attributed to the tectonic setting of the URG area are drawn, separately for the horizontal
and vertical velocity fields. A major part of these conclusions has already been discussed
within Sect. 4.5.4 and 5.3.1 for the vertical and horizontal velocities from levelling and GNSS,
respectively.

Following fault plane solutions and 3D geomechanical models (Plenefisch & Bonjer, 1997;
Buchmann & Connolly, 2007), the state of stress in the URG is transtensional with a dominat-
ing sinistral strike slip component. The maximum horizontal stress component in the URG is
NW–SE orientated and trending obliquely to the graben axis (Illies et al., 1981; Buchmann &
Connolly, 2007), see also Sect. 2.3.4. A relative southeastward motion at a level of about 0.6
mm/a is observed in the northwestern part of the investigated area in Fig. 7.17, which is in
accordance with the maximum horizontal stress axis. The magnitude of velocities decreases
along the western shoulder towards the VG, indicating about 0.3 mm/a of shortening across
the WBF. The Tertiary and Quaternary sediments of the graben interior are pervaded by a
variety of N–S to NNW–SSE striking, sinistral Riedel faults. According to Illies et al. (1981),
shear strain is released along these faults by near-surface extensional faulting. A relation of
these faults to the antithetic horizontal velocity field in the interior of the northern graben
between Karlsruhe and Mannheim was already discussed on behalf of the GNSS results in
Sect. 5.3.1. The observation of antithetic movements is nicely confirmed by the dense veloc-
ity grid shown in Fig. 7.17 along with the location of active fault segments in the northern
URG. The change of velocity directions from eastward movements around Karlsruhe to west-
ward movements around Mannheim coincides with a change in strike of the graben from
about N30◦E to N. Furthermore, the changing directions mark the transition from a restrain-
ing bend setting of the graben segment around Karlsruhe to a releasing bend setting in the
northern part at Heidelberg and Mannheim (Buchmann & Connolly, 2007).

In the western part of the investigation area and west of Strasbourg, southward movements
are observed, whereas N to N–E directed movements are visible in the southern part of the
investigation area and close to Freiburg. This general movement pattern is in accordance with
the general faulting mechanism of the URG dominated by sinistral shearing, see Sect. 2.3.3. In
order to quantify the amount of strain resulting from the horizontal velocity field, the strain
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rate tool of Tape et al. (2009) is applied to the velocity data as described for the GNSS velocities
in Sect. 5.3.3. The total strain rate, expressed as Frobenius norm of the strain rate tensor, is
shown in Fig. 7.19. In accordance with the strain rates calculated from horizontal velocities
at GNSS sites, the largest strain rates appear within the graben or at its borders. However,
the magnitude of strain rate is larger compared to Fig. 5.8, which might be due to the smaller
extent of the input data. In contrast to the strain rates from GNSS-only, two regions with
larger strain rate values are observed in the central and northern URG. Even if the strain rates
displayed in Fig. 7.19 are superimposed by artefacts caused by the uncertainties of the input
data, it is remarkable that the results reveal ongoing strain accumulation within the graben.

Figure 7.19: Magnitude of horizontal strain rates in the URG area estimated from horizontal velocities
at the grid points (black dots) of the combined 3D displacement solution given in Fig. 7.17,
calculated with the strain rate toolbox provided by Tape et al. (2009), see Sect. 5.3.3 (grid
orders qmin = 4, qmax = 9). Brown lines represent faults in the URG area after Peters (2007,
p. 166), main border faults (thick), active faults (medium thick) and other faults (thin).

Regarding the vertical velocity field, a separation of tectonic and anthropogenic deformation
is challenging. However, areas with large anthropogenic deformation are well-determined by
the InSAR results, see Sect. 6.5.4 and 6.5.5, not least due to non-linearities in the time series,
see Sect. 7.4.4. The vertical velocities of Fig. 7.17 are shown again in Fig. 7.20 compared to
Quaternary deposits in the interior of the URG. Ignoring the areas with large subsidence at
Lorraine/Saarland, northwest of Mulhouse and close to Landau, the following conclusion on
tectonic motion can be drawn. A general subsidence of the graben interior w.r.t. BF and VG is
observed in the central and southern graben segments between north of Strasbourg and north
of Basel. The subsidence in the central VG is poorly constrained by InSAR as there are only
few PS in this mountainous region. The major part of the subsidence is thus addressed to the
extrapolation of the levelling line crossing the former silver mining area of Val d’Argent, see
Sect. 4.5.4. In the southeastern part of the investigation area, subsidences of the Molasse basin
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at Lake Constance, w.r.t. uplift tendencies at the alpine foreland around Zürich are observed.
A slight uplift of the Swabian Jura is visible in the eastern part, which was already discussed
in Sect. 4.5.4 and is now nicely traceable in its spatial behaviour.

Figure 7.20: Vertical linear rates (colour-coded) in the URG area resulting from the data fusion com-
pared to Quaternary deposits (gray scale) after Peters (2007, p. 9), original fault data
sources from Bartz (1974); Haimberger et al. (2005).

The thickness distribution of Quaternary sediments in the interior of the graben was discussed
in Sect. 2.3.2. Two known depocentres are the Heidelberger Loch and the Geiswasser basin, see
Sect. 2.2. No relative subsidence is observed in the area of the deepest Quaternary base level
of Geiswasser basin, but in the area east of the basin and west of Freiburg. The observed subsi-
dence in this region is assumed to be related to the complex tectonic pattern between EBF and
RRF as discussed in Sect. 4.6.1. In the northern part of the investigation area, uplift is observed
in parts of the Palatinate forest w.r.t. a strong subsidence in the area of Mannheim. The subsi-
dence in the urban area of Mannheim might be at least partly evoked by groundwater usage,
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see Sect. 4.5.4. However, subsidence is still observable at the Heidelberger Loch, which is the
deepest Quaternary deposit of the URG with a thickness of about 350 m. The velocity gradient
of −0.5 mm/a at Heidelberg to +0.3 mm/a at Karlsruhe fits well to the gradient of thickness
distribution indicating continuation of the Quaternary deposition process. Furthermore, the
vertical velocity field of the northern URG is in accordance with geomechanical models of
restraining and releasing bends. Slight uplift tendencies are observed within the restraining
part of the bend around Karlsruhe, whereas the releasing part is characterised by increased
subsidence rates in the area of Heidelberg and Mannheim. Further conclusions may be drawn
from the presented velocity fields in collaboration with other geoscientists, e.g. when using
the velocity estimates within geomechanical models.
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7.6 Summary

• Displacement estimates from levelling, GNSS and InSAR are complimentary w.r.t. their
spatial resolution, accuracy and sensitivity to different displacement components.

• Because of differences in the location and the temporal coverage of the measurements,
a suitable data fusion approach has to focus on linear movements at an interpolated
surface grid.

• The 3D components of a displacement cannot be resolved from InSAR alone without
assumptions on the displacement behaviour.

• The developed data fusion approach is based on two steps. First, offset and trend of
InSAR velocities w.r.t. levelling and GNSS velocities are calculated, attributed to the dif-
ferent reference frames of the techniques. Second, 3D velocity components are estimated
at a grid which carries values only in the vicinity of the PS locations.

• Covariance matrices for the Kriging interpolation of sample data from levelling, GNSS
and InSAR are deduced from empirical semivariograms.

• A combination of ERS and Envisat time series enhances the precision of velocity esti-
mates from InSAR and allows for separating non-linear movements.

• Offset and trend between InSAR and the other two techniques are small indicating a
good agreement of the corresponding velocities and small differences between the cho-
sen reference frames.

• The mathematical combination of surface velocities is performed at every valid grid
point using least-squares adjustments of observations from levelling, GNSS and InSAR
including realistic covariance information of the velocity estimates.

• The combined 3D velocity field enables a quantification of recent surface displacements
in the whole URG area with high spatial resolution and accuracy.

• The major tectonic features deduced from the horizontal velocity components are NW–
SE shortening of the central URG segment and sinistral shearing at the main border
faults resulting in ongoing strain accumulation within the graben.

• From the vertical velocities, a subsidence coinciding with a known Quaternary depocen-
tre is observed in the northern URG w.r.t. uplift tendencies at the area around Karlsuhe.

• The subsidence and uplift setting of the northern URG along with antithetic horizontal
movements are in accordance with the restraining and releasing bend setting in this area.
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Chapter 8

Conclusions and Outlook

The general research topic of this thesis was the detection of surface displacements in the URG
area by using three complimentary geodetic techniques: levelling, GNSS and InSAR. This last
chapter of the thesis summarises the major conclusions and discusses the contributions of
the research (Sect. 8.1). Finally, recommendations for future investigations (Sect. 8.2) and an
outlook on the further development of the available geodetic data sets (Sect. 8.3) are given.

8.1 Summary and Contributions

This research discussed the derivation of surface displacements in the URG area from level-
ling, GNSS and InSAR, and presented a new approach to combine the three techniques. A
major contribution of this work was the analysis of a large amount of geodetic data in a re-
gion covering an area of approximately 300 km × 200 km in N–S and E–W directions. For
the first time, both levelling and SAR data have been analysed for the whole URG area. The
levelling database covers a period between 1867 and 2012. Linear rates have been estimated
from a subset of 40,049 observations at 14,098 repeatedly measured benchmarks. The GNSS
database contains daily coordinate estimates between 2002 and 2011 at a subset of 76 usable
GNSS sites. SAR data has been analysed along one descending and two ascending tracks with
a length of about 300 km. ERS-1/2 scenes acquired between 1992 and 2000 as well as Envisat
scenes acquired between 2003 and 2010 were processed resulting in displacement estimates at
the locations of Persistent Scatterers (PS).

One major research question was whether it is possible to measure the small tectonic defor-
mation in the URG area with the available geodetic database. The formal errors of the velocity
estimates resulting from levelling and GNSS analyses are at the magnitude level at which the
tectonic deformation is presumed to act. The vertical rates from levelling achieve a mean pre-
cision of 0.15 mm/a for the German and Swiss part of the network and 0.34 mm/a for the
French part. The horizontal velocities from GNSS time series analyses achieve a mean pre-
cision of 0.35 mm/a (2σ). Further indications that the resulting velocities are indeed related
to large-scale tectonic deformation are the low magnitude of surface displacements and the
smooth spatial distribution of the velocities. 93 % of the vertical rates from levelling are in the
range of ±0.5 mm/a; more than 80 % of the East and North velocities at the GNSS sites are
in the range of ±0.5 mm/a. The large-scale velocity field of both levelling and GNSS reveal
similar deformation patterns for neighbouring locations. The general deformation trends of
these large-scale patterns reflect the tectonic setting of the URG and its shoulder areas. Partic-
ularly for the vertical displacement rates, the tectonic deformation is however superimposed
by effects related to sedimentation and anthropogenic activities. InSAR is well suited to study
the spatial and temporal behaviour of surface deformation at the mm/a to cm/a scale, e. g.
related to anthropogenic activities. For the measurement of tectonic deformation well below
1 mm/a, the resulting displacement estimates are at the edge of significance. However, from
a combination of ERS and Envisat displacement time series a mean precision between 0.5
and 0.6 mm/a (2σ) was obtained for the three analysed tracks, with more than 70 % of the
linear LOS displacement rates being in the range of ±0.5 mm/a. To summarise, the detected
displacements resulting from the analyses of the three techniques can obviously be related
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to ongoing tectonic deformation at several parts of the investigation area. At other parts,
the tectonic deformation might be below the detectability, or non-tectonic effects are stronger
compared to the tectonic deformation.

Several investigations and developments of this work have been dedicated to an enhancement
of the single-technique analyses in order to derive precise estimates of surface displacements
from the database of each technique. For the analysis of levelling data, loop misclosures have
been calculated for all measurement epochs in order to assess the quality of the database.
Loop misclosures for transnational loops enabled an assessment of the levelling lines connect-
ing the national data sets from Germany, France and Switzerland. Special efforts were made
to investigations on the usability of historical levelling data measured at the end of the 19th
century. A major investigation was dedicated to the influence of gravity and corresponding
gravity corrections on the levelling measurements and the resulting displacement estimates.
Furthermore, the stochastic model of the kinematic adjustment was enhanced by application
of iterative variance component estimation, resulting in realistic accuracy levels for the ob-
servations. Static analyses along single levelling lines evidenced the capability to resolve the
temporal behaviour of surface deformation related to anthropogenic activities or active fault-
ing. The major contribution of this work performed in the framework of the GNSS analyses is
the application of a sophisticated time series analysis on the daily site coordinates. The con-
sideration of offsets at the dates of known hardware changes, periodic effects and a realistic
stochastic model enabled the estimation of significant velocities at most of the GNSS sites. In
addition, investigations on the reference frame of the resulting horizontal velocity field were
carried out including the estimation of a local Euler pole for the URG area. For the analysis of
SAR data in nine different image stacks, a new model for the selection of an optimum master
scene was developed. In order to adapt the subset of PS pixels detected in the different stack
analyses, the use of test areas has proven to be a helpful tool. The separation of atmospheric
effects was investigated using filtering techniques as well as additional meteorological data.
Finally, a filtering of high quality PS pixels was implemented based on two quality indicators
and statistical frequency distributions.

The possibilities and limitations of the techniques have been discussed w.r.t. the combination
of surface displacements resulting from single-technique analyses. The data fusion approach
developed within this work aims at exploiting the advantages of each technique w.r.t. the
derivation of linear displacement rates on the sub-mm/a-level. Spatial interpolation of the
vertical displacement components from levelling, the horizontal components from GNSS and
the slant LOS components from InSAR is applied using Kriging along with realistic covariance
models. In a first step, the InSAR displacement estimates are interpolated to the location of
levelling benchmarks and GNSS sites in order to integrate the LOS displacements into the ver-
tical and horizontal reference frames of the levelling and GNSS analyses, respectively. In the
second step, the mathematical combination of surface displacements is performed at a regular
grid. The grid is restricted to values close to the location of PS pixels in order to minimise
the effect of spatial extrapolation. In both steps, displacement rates from InSAR are derived
from a least-squares combination of ERS and Envisat displacements at the time series level.
The time series combination has proven to significantly enhance the precision of resulting ve-
locities as the period covered by the data is increased. The result of the data fusion approach
are 3D velocities and corresponding standard deviations at a dense surface grid. Mean for-
mal errors are 0.38, 0.45 and 0.18 for East, North and Up velocity components, respectively.
Compared to earlier studies of geodetically derived velocity fields in Central Europe (Zippelt
& Mälzer, 1987; Vigny et al., 2002; Nocquet & Calais, 2003, 2004), the standard deviations are
reduced while the spatial resolution is considerably enhanced. The combined velocity field
benefits from the advantages of each technique and presents the ongoing deformation of a
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large area with unprecedented detail. However, the resulting velocities represent a mixture of
tectonic and non-tectonic effects as deformation related to anthropogenic activities may still
be included if it behaves linearly in time within the analysed period.

The resulting surface displacements of the data fusion as well as the single-technique analy-
ses reveal several interesting deformation patterns which can be related to active tectonics in
the investigation area. As expected, both the horizontal and vertical surface displacements
attributed to tectonic deformation of the URG act on a small scale, mainly below 0.5 mm/a.
The vertical velocities are relative to a levelling benchmark at Freudenstadt, Eastern BF, the
horizontal velocities to a local Euler pole valid for the investigation area. The strongest subsi-
dence attributed to tectonic deformation is observed in the northern part of the graben at the
Quaternary deposit of the Heidelberger Loch with values at about 0.5 mm/a and more, relative
to a slight uplift of the area close to Karlsruhe. The central and southern graben segments
(south of Karlsruhe) are mainly subsiding relative to the graben shoulders. Uplift of maxi-
mum 0.3 mm/a is observed at the BF, parts of the VG and the Palatinate Forest as well as
at the Swabian Jura. Subsidence in the central and southern segment is strongest in the area
west of Freiburg with values reaching maximally 0.5 mm/a. The general motion trend, i. e.
relative uplift in the area around Karlsruhe w.r.t. subsidence north and south of this area, is in
general accordance with the deformation models published by Illies (1979); Illies et al. (1981);
Zippelt & Mälzer (1987). The horizontal velocity field derived from the data fusion is mainly
controlled by the GNSS results. The general setting of the URG between the Rhenish Massif
in the northwest and the Alps in the southeast is observable from the horizontal velocity field
by SE–S directed velocities in the northwestern part of the investigation area and N–NE di-
rected velocities in the southern part of the investigation area, both at a magnitude of about
0.5 mm/a. This motion pattern results in sinistral shearing and is compatible with the gen-
erally accepted models of contemporary deformation of the graben. In contrast to numerical
models and conclusions drawn from Moho depths, the horizontal velocities in the southern
part of the investigation area indicate that the southern graben segment is not subjected to
extension. Antithetic displacement directions in the northern part of the investigation area
along with a significant clockwise rotation of the velocity vectors in the northwestern part can
be attributed to the change in strike of the graben from N30◦E to N. This observation fits to
the releasing and restraining bend setting in this part of the graben discussed by Buchmann
& Connolly (2007), and is also confirmed by the vertical velocity field in the region. The mag-
nitude of strain rates derived from the horizontal velocity fields of both GNSS-only and the
combined solution, indicate ongoing strain accumulation in the graben interior, particularly
in the southern segment. Most of the discussed findings attributed to tectonic deformation
of the URG area are in accordance with generally accepted deformation models. However,
the spatial resolution and coverage of the obtained surface displacements allow for more de-
tailed investigations when using the results of this work within geomechanical models. In
addition, the magnitude of horizontal and vertical displacements resulting from this study
can be assumed to be an upper bound for tectonic motion in the URG area. Calais & Stein
(2009) showed that geodetic rates of small intraplate motion observed by GPS are commonly
overestimated if the period covered by the data is short, but converge to smaller and more
realistic magnitudes with increasing length of the database. In summary, the geodetic efforts
performed within this work largely contribute to an improved understanding of intraplate
deformation processes of the URG area and deliver important boundary conditions for geo-
physical models.

Particularly the resulting vertical velocities have to be carefully interpreted as they are super-
imposed by non-tectonic effects, natural as well as man-made. At several locations in the in-
vestigation area, surface displacements related to anthropogenic activities have been observed.
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Strong subsidence of several mm/a to more than 1 dm/a was observed along levelling lines
crossing the coal mining areas of Lorraine/Saarland and Ronchamp (southern VG). A large
number of levelling benchmarks had to be excluded from the kinematic adjustment because of
strong non-linearities. The spatial extent of the subsidence area in Lorraine/Saarland becomes
visible from the InSAR analysis of ERS data in the region. At levelling benchmarks close to the
potash mining areas at Wittelsheim (France) and Buggingen (Germany), subsidence at a sim-
ilar level as for the coal mining areas is observed. Potash mining was stopped at Buggingen
in 1973 and no significant displacement is found at adjacent levelling benchmarks after 1982.
At Wittelsheim the extent of the mining area is larger and also the period of mining lasted
longer (until 2002). The spatial extent and temporal behaviour of surface displacements can
be nicely traced by the analysed ERS and Envisat data. The most interesting deformation be-
haviour observed in the URG area is the subsidence and uplift pattern close to the oil fields of
Landau, not least as the surface displacements in the range of ±7 mm/a are well constrained
by all three geodetic techniques. The subsidence in the area of Mannheim/Ludwigshafen of
1 mm/a and more is supposed to be affected by extensive groundwater usage, which becomes
particularly obvious from increased subsidence rates resulting from levelling measurements
of the 1970s compared to earlier and later measurements. However, a proper separation of
tectonic and non-tectonic effects is challenging in this area. Local surface uplift related to
geothermal activities, e. g. in the city of Staufen, was not investigated within this work as (i)
the uplift phenomenon started at the end or after the period of the analysed database and (ii)
the spatial extent of the deformation is small (250 m × 350 m in Staufen, Schenk, 2015, p. 99)
and thus not compatible with the analyses performed within this work.

8.2 Recommendations

The results of this work deliver a complete picture of the recent surface displacements in the
URG area. However, the extent of the investigated area does not include the very northern
part of the URG around the cities of Mainz, Frankfurt and Darmstadt. An extension of the
investigation area to the north is desirable using levelling data from Hessen and SAR data
reaching to approximately 50◦30’N. For the GNSS part, the SAPOS R© stations of Hessen, Saar-
land and Nordrhein-Westfalen could be included in a consistent reprocessing along with the
sites used within this work. A cooperation with the authorities responsible for the available
sites is already in progress. Particularly the calculation of strain rates will benefit from the
extension. Furthermore, the analysis of permanently operating sites is somehow never fin-
ished. The coordinate time series used within this study end in April 2011. Since then, almost
five years have past and a reprocessing of the whole database would significantly increase
the length of the time series. Hence, linear rates can be determined more precisely, and more
sites with significant displacement estimates can be included in the final velocity field so-
lution. Potentially also the Up component resulting from the longer GNSS coordinate time
series provides useful information on the tectonic deformation of the URG and surrounding
areas. In addition to a differential GNSS analysis, the precise point positioning (PPP) tech-
nique could be applied to the GNSS database, which allows for an independent parameter
estimation at each site, however, with reduced precision of the estimates.

Concerning the levelling database, it is not likely that a large amount of new levelling measure-
ments will be available in the future, see Sect. 8.3. Hence, the vertical rates estimated within
this work might represent a final result for displacement analyses from levelling in the study
area. As levelling measurements over large distances are expensive and time-consuming, the
focus will likely be on local to regional remeasurements of levelling benchmarks in the fu-
ture. From a scientific point of view, it would be desirable to have traverse measurements
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crossing the URG at several profiles, such as calculated from the existing levelling lines in
Fig. 4.19. Detailed insights on the recent deformation at faults could be deduced from such
profile measurements, repeated at an interval of several years.

InSAR has proven to be a useful technique for the determination of surface displacements at
a high spatial resolution. Within this work, three tracks have been used, but still more data is
available. The investigation could be extended to adjacent tracks in the east and west, leading
to redundant observations in the overlapping areas of the tracks. Furthermore, other space-
borne SAR sensors can be analysed such as Radarsat, ALOS and Sentinel-1. The application
of ALOS is of special interest as information on surface displacements in non-urban areas can
be obtained from SAR sensors operating with L-band. Regarding the processing strategies, at-
mospheric effects are regarded to be a major error source for displacement estimation within
this work. Hence, better atmospheric input data, such as high resolution weather models,
might improve the separation of surface displacements from atmospheric effects.

8.3 Outlook

The geodetic spatial reference in Germany is currently entering a new generation. Geode-
tic basic network benchmarks (Geodätische Grundnetzpunkte, GGP) integrate GNSS mea-
surements with levelling and gravity information. Thereby, the separation of horizontal and
vertical coordinates as well as the separation between geometric and physical heights is dis-
solved. Heckmann et al. (2015) state that benchmark coordinates, heights and gravity values
are time-depending values in general. Also radar interferometry is mentioned as a develop-
ment which will influence the future of geodetic spatial references. It is quite possible that
the remeasurement of first-order levelling lines in Germany between 2006 and 2012 has been
the last complete remeasurement for the whole country. In France the latest remeasurement
performed between 2000 and 2006 did not follow the former levelling loops for economical
reasons. Future investigations on surface displacements will hence mainly rely on GNSS and
InSAR analyses. The GNSS sites will continue to observe GNSS data, including observations
from GLONASS, Galileo and Beidou in the future. A combined processing of observations
from several GNSS will enable a more robust coordinate estimation at the sites. However, the
influence of a processing with single- as well as multi-GNSS-constellations on the coordinate
time series and velocity estimation has to be investigated.

Following Moreira et al. (2013), SAR has entered a golden age since more than 20 space-
borne SAR sensors are operated today or will be launched within the next years. With the
Corpenicus programme, formerly known as Global Monitoring for Environment and Security
(GMES), ESA completely changed its data policy (Aschbacher & Milagro-Pérez, 2012). The
data acquired by the five Sentinel missions will be provided free of charge for public, com-
mercial and scientific users. The start of the first Copernicus satellite Sentinel-1A enables the
continuity of globally and regularly acquired C-Band data. The data is operationally available
since October 2014. With the start of the second Copernicus radar satellite Sentinel-1B sched-
uled for April 12, 2016 (SpaceflightNow, 2016), C-band data will be available over large areas
within a short revisit time of only six days, see Tab. 3.2. Additional C-Band satellites, Sentinel-
1C and Sentinel-1D, are already in the planning by ESA in order to ensure continuity. First
results for surface displacements derived from Sentinel-1 data (Prats-Iraola et al., 2015; Weg-
müller et al., 2015; González et al., 2015) are promising and evidence the high performance of
the mission for the detection of natural as well as man-made surface displacements.





199

A Levelling Analysis

Table A.1: Transnational measurements from and to France. SL: Saarland, RP: Rheinland-Pfalz, BW:
Baden-Württemberg. Information on the institutions is given below (next page).

Border crossed Location Year of measurement Institution

French-German (SL) Apach 1878 Prussia
1956/1958 IGN/LVGL

1973 IGN
2011* LVGL

Waldwisse 1954/1955/1956 IGN/LVGL
1965 IGN/LVGL
1996* LVGL
1998* LVGL

2006/2007* LVGL

Creutzwald 2010* LVGL

Saarbrücken 1878 Prussia

Sarreguemines 1878 Prussia
1964/1965 IGN/LVGL

2010* LVGL

Frauenberg 1964 IGN/LVGL
2010* LVGL

French-German (RP) Lauterbourg 1878/1881 Prussia
1973 IGN

French-German (BW) Strasbourg 1881 Prussia
1955 IGN/LGL
1964 IGN/LGL
1973* LGL
2001 IGN
2012* BfG

Breisach 1881 Prussia
1973 IGN
2012* BfG

Bantzenheim 1881 Prussia

Huningue 1881 Preusen

French-Swiss Basel 1867 swisstopo
1881 Prussia
1911* swisstopo
1956* swisstopo
1964 IGN/swisstopo
2001* swisstopo

Kiffis 1881 Prussia
1939* IGN
1973* IGN

Boncourt 1891 IGN
1973* IGN
1986 IGN

* Connections to the major levelling lines of both countries not measured within 7 years.
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Institutions:
Prussia: Trigonometrische Abteilung der Landesaufnahme des Königreichs Preußen
IGN: Institut National de l’Information Géographique et Forestière (France)
LVGL: Landesamt für Vermessung, Geoinformation und Landentwicklung Saarland (Germany)
LGL: Landesamt für Geoinformation und Landentwicklung Baden-Württemberg (Germany)
BfG: Bundesanstalt für Gewässerkunde (Germany)
swisstopo: Bundesamt für Landestopografie (Switzerland)
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Table A.2: Loop misclosures for levelling loops in Baden-Württemberg, Germany, in different measure-
ment epochs.

Loop Track course Measurement Track Loop misclosure [mm]
number (cities along the track) epoch (years) length [km] measured theoretical corrected

601 Basel – Bad Krozingen –
Neustadt – Waldshut

1880–18821 289.5 5.4 24.7 30.1
1922–1935 218.5 −36.1 31.3 −4.8
1959–1961 231.9 −24.7 31.3 6.5
1982–1984 229.3 −30.2 30.9 0.7
2004–2011 235.5 −18.9 30.9 12.1

602
Waldshut – Neustadt –
Donaueschingen –
Stockach

1922–1935 244.7 −0.1 −2.7 −2.8
1959–1962 249.6 13.8 −2.7 11.1
1982–1984 247.3 11.7 −2.2 9.5
2004–2011 263.2 6.6 −2.2 4.3

611

Bad Krozingen –
Offenburg – Hausach –
Donaueschingen –
Neustadt

1876–1882 226.7 −28.4 −7.2 −35.6
1923–1939 277.0 −8.0 4.3 −3.7
1959–1962 295.0 −19.0 4.3 −14.7
1982–1984 283.0 −3.0 4.3 1.3
2004–2012 293.0 11.9 4.3 16.1

612

Donaueschingen –
Hausach – Freudenstadt
– Horb – Gammertingen
– Stockach

1923–1938 320.9 15.5 2.0 17.6
1959–1969 340.5 9.3 1.7 10.9
1981–1987 330.1 4.1 1.9 6.0
2006–2012 341.8 −20.0 1.9 −18.1

610
Offenburg –
Kuppenheim –
Freudenstadt – Hausach

1876–18822 138.4 −35.1 18.9 −16.3
1924–1939 193.7 −19.5 13.1 −6.4
1956–1960 203.2 −18.4 13.6 −4.8
1982–1987 197.1 −2.2 13.6 11.4
2005–2008 201.1 −23.5 13.6 −9.9

609

Freudenstadt –
Kuppenheim – Karlsruhe
– Bruchsal – Bretten –
Horb

1878–18813 91.0 −23.5 2.4 −21.1
1924–1939 247.7 3.3 7.5 10.9
1952–1968 262.1 12.4 7.6 20.0
1980–1987 256.2 −3.8 7.4 3.5
2005–2010 267.1 −3.9 7.4 3.5

613
Horb – Ludwigsburg –
Fellbach – Honau –
Gammertingen

1937–1939 258.0 11.6 −3.5 8.0
1957–1969 272.0 14.3 −3.4 11.4
1981–1986 271.3 −7.9 −3.2 −11.2
2005–2008 284.5 −6.7 −3.2 −9.9

614
Horb – Bretten –
Gundelsheim –
Ludwigsburg

1924–1939 287.3 13.7 −3.5 10.2
1952–1969 303.1 7.9 −3.6 4.3
1981–1985 306.0 −1.2 −3.4 −4.6
2007–2010 314.3 0.5 −3.5 −3.0

608
Bruchsal – Heidelberg –
Eberbach – Gundelsheim
– Bretten

1924–1937 178.1 −0.6 1.3 0.7
1954–1968 186.9 1.8 1.3 3.1
1981–1984 180.1 21.9 1.3 23.2
2005–2009 193.9 −4.1 1.3 −2.8

1 Different track: Basel – Bad Krozingen – Neustadt – Donaueschingen – Singen
2 Different track: Offenburg – Appenweier – Freudenstadt – Hausach
3 Different track: Karlsruhe – Bruchsal – Bretten – Pforzheim
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Table A.3: Loop misclosures for levelling loops in Rheinland-Pfalz and Saarland, Germany, in different
measurement epochs.

Loop Track course Measurement Track Loop misclosure [mm]
number (cities along the track) epoch (years) length [km] measured theoretical corrected

633

Kandel – Ludwigshafen
– Mannheim –
Heidelberg – Bruchsal –
Karlsruhe

1880–18811 126.3 −1.7 0.1 −1.6
1928–1951 191.9 −34.5 0.5 −34.0
1950–1957 190.1 −14.2 0.4 −13.8
1980–1984 196.0 −15.0 0.4 −14.7
2005–2011 208.2 −0.6 0.3 −0.3

633N*
Mutterstadt –
Oggersheim –
Ludwigshafen

1956 20.6 0.1 0.0 0.1
1965–1966 20.6 0.7 0.0 0.6

1983 21.2 4.3 0.0 4.3
2010 27.7 1.0 0.0 1.0

501*
Kandel – Neustadt –
Mutterstadt –
Germersheim

1950–1955 117.4 11.1 −1.5 9.6
1970–1970 117.2 −3.3 −1.5 −4.7
1983–1985 127.5 14.0 −2.3 11.7
2009–2011 132.4 −10.0 −2.3 −12.3

502*

Pirmasens –
Bruchmühlbach –
Kaiserslautern –
Neustadt – Kandel

1950–1955 192.5 3.3 −4.0 −0.7
1968–1970 191.2 9.2 −3.9 5.3
1983–1985 199.9 2.0 −3.0 −1.1
2009–2011 209.8 10.5 −3.0 7.5

502W* Homburg-Einöd – Bruch-
mühlbach – Pirmasens

1954–1965 82.2 −7.4 −0.1 −7.4
1983–1991 86.4 6.7 −0.1 6.6

503*
Saarbrücken – Saarlouis
– Merzig – Bruchmühl-
bach – Homburg-Einöd

1954–1958 214.8 5.7 2.7 8.5
1978–1998 219.1 −2.4 2.8 0.5
2006–2011 247.8 5.2 2.7 7.9

504* Borg – Trassem – Merzig
– Silwingen

1954–1958 61.6 −8.8 −1.5 −10.3
1971–1987 62.3 −7.1 −1.2 −8.3
1978–1989 64.7 3.0 −1.5 1.5
2003–2011 64.9 3.7 −1.6 2.1

* Internal, non-official loop number.
1 Different track: Germersheim – Oggersheim – Mannheim – Schwetzingen – Graben

Table A.4: Loop misclosures for levelling loops in Switzerland in different measurement epochs.

Loop Track course Measurement Track Loop misclosure [mm]
number (cities along the track) epoch (years) length [km] measured theoretical corrected

III* Biel – Delémont – Basel –
Olten

1906–1928 203.4 −19.3 −0.3 −19.6
1949–1997 196.8 0.3 −1.1 −0.8
1988–2007 200.0 −2.1 −0.4 −2.5

IV Olten – Pratteln –
Kaiserstuhl – Brugg

1908–1911 164.6 28.4 −2.5 25.9
1953–1978 166.7 3.0 −1.7 1.2
1978–2008 166.1 −15.3 −2.5 −17.8

* Not the whole loop is used here, see Schlatter (2007, p. 135).
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Table A.5: Loop misclosures for levelling loops in France in different measurement epochs.

Loop Track course Measurement Track Loop misclosure [mm]
number (cities along the track) epoch (years) length [km] measured theoretical corrected

A.d Belfort – Épinal – Cernay
– Altkirch

1881–1896 249.9 −59.2 x −59.2
1922–19571 254.2 −220.7 x −220.7
1964–1973 253.4 21.9 x 21.9

A.i
Cernay – Sélestat –
Marckolsheim –
Mulhouse

1881 150.1 7.5 x 7.5
1922–1957 155.0 19.4 x 19.4
1964–1973 150.5 10.9 x 10.9

A.j Cernay – Pouxeux –
Saint-Dié – Sélestat

1922–19551 245.3 175.4 x 175.4
1964–1973 231.2 6.9 x 6.9

A.c Saint-Dié – Lunéville –
Saverne – Sélestat

1922–1938 252.9 4.4 x 4.4
1964–1973 246.9 12.2 x 12.2

A.h
Sélestat – Saverne –
Vendenheim –
Marckolsheim

1878–1881 171.5 −35.5 x −35.5
1920–1937 177.3 14.7 x 14.7
1964–1973 180.3 35.0 x 35.0

A.b Lunéville – Arnaville –
Metz – Maizières-lès-Vic

1925–1953 198.7 −13.1 x −13.1
1964–1973 199.1 24.7 x 24.7

A.f
Maizières-lès-Vic – Metz
– Sarreguemines –
Sarrebourg

1878 235.5 −8.5 x −8.5
1920–19532 226.7 −52.6 x −52.6
1964–19732 231.1 −38.3 x −38.3

A.g
Sarrebourg – Sarre-
guemines – Bischwiller –
Vendenheim

1878–18813 276.4 36.5 x 36.5
1920–1939 218.9 −19.6 x −19.6
1964–1973 220.8 −9.6 x −9.6

A.a Arnaville – Longuyon –
Thionville – Metz

1920–1939 188.9 −11.7 x −11.7
1964–1973 187.3 21.9 x 21.9

A.e Metz – Thionville –
Freyming-Merlebach

1878–19204 210.3 −24.6 x −24.6
1920–19382 150.6 26.2 x 26.2
1964–19732 154.1 17.4 x 17.4

x A theoretical loop misclosure could not be calculated for the French loops due to the lack of mea-
sured surface gravity data.

1 Including some measurements from 1896. The 1922 measurements are erroneous causing a large
loop misclosure. They are therefore partly excluded from the database of the kinematic adjustment.

2 The loop misclosure is affected by the displacement of the tie point (mining area), see Fig. 4.4.
3 Different track: Sarrebourg – Sarreguemines – Lauterbourg – Vendenheim
4 Different track: Metz – Thionville – Saarbrücken – Sarreguemines – Freyming-Merlebach
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Table A.6: Loop misclosures for transnational levelling loops in different measurement epochs.

Track course Measurement Track Loop misclo-
(cities along the track) epoch (years) length [km] sure [mm]

French-German border (Saarland):
Thionville – Trassem – Saarbrücken – Metz 1878 201.3 50.5
Thionville – Borg – Silwingen – Bouzonville 1955-1956 101.2 −16.4
Thionville – Borg – Silwingen – Bouzonville 1978-1989 102.1 0.4
Bouzonville – Silwingen – Saarlouis – Sarreguemines 1955-19651 154.9 15.1
Bouzonville – Silwingen – Saarlouis – Sarreguemines 1955-19712 153.5 8.8
Bouzonville – Silwingen – Saarlouis – Creutzwald 1964-20103 102.2 4.7
Creutzwald – Saarlouis – Sarrguemines 1964-20103 123.4 −12.0
Sarreguem. – Kleinblittersdorf – Frauenberg 1964-20103 29.8 −0.3

French-German border (Saarland and Rheinland-Pfalz):
Sarreguem. – Homburg-Einöd – Kandel – Lauterbourg4 1957-1973 286.8 7.0
Sarreguem. – Homburg-Einöd – Kandel – Lauterbourg5 1957-1973 272.5 −5.1

French-German border (Rheinland-Pfalz and Baden-Württemberg):
Strasbourg – Germersheim – Bruchsal – Appenweier 1878-1881 226.8 −49.2
Strasbourg – Kandel – Karlsruhe – Appenweier 1954-1973 193.5 −26.5
Strasbourg – Lauterbourg – Rheinstetten – Offenburg 1964-1992 180.6 −20.1

French-German border (Baden-Württemberg):
Biesheim – Strasbourg – Appenweier – Freiburg 1875-1881 187.7 −5.7
Neuf-Brisach – Strasbourg – Appenweier – Breisach 1959-1973 189.1 2.4
Neuf-Brisach – Strasbourg – Offenburg – Breisach 1964-20123 185.4 −12.1
Bantzenheim – Biesheim – Freiburg – Mülheim 1875-1882 89.3 7.1

French-German-Swiss border:
Basel – Bantzenheim – Mülheim 1880-1882 72.1 11.9
Basel – Neuf-Brisach – Breisach – Mulhouse 1961-1973 138.2 −11.7
Basel – Neuf-Brisach – Breisach – Mulhouse 1964-20123 151.9 4.0

French-Swiss border:
Delémont – Belfort – Mulhouse – Basel 1881-19206 215.7 −2.4
Delémont – Belfort – Mulhouse – Basel 1891-19227 183.5 −3.0
Delémont – Belfort – Mulhouse – Basel 1964-1993 183.9 −9.0
Kiffis – St. Louis – Basel – Laufen 1867-1881 83.7 −10.7
Kiffis – St. Louis – Basel – Laufen 1881-19647 84.2 −7.9

1 French first-order measurements from 1956, border at Waldwisse measured in 1955.
2 French first-order measurements from 1964, border at Waldwisse measured in 1971.
3 French measurements from 1964 combined with the latest German measurements (2003–2012)
4 Crossing the French-German border at Kleinblittersdorf.
5 Crossing the French-German border at Frauenberg.
6 Belfort – Mulhouse – St. Louis measured in 1891, St. Louis – Basel measured in 1881.
7 Belfort – Mulhouse – St. Louis measured in 1922, St. Louis – Basel measured in 1911.
8 Laufen – Kiffis (Swiss-French border) measured in 1881, all other lines between 1917 and 1964.
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(a) Maximum time difference: five years

(b) Maximum time difference: one year

(c) Maximum time difference: nine months

Figure A.1: Difference in the vertical rates between an adjustment with a reference point velocity of
2 mm/a and an adjustment with a stable reference point (velocity: 0 mm/a). The polyno-
mial degree is set to one at benchmarks with initial degree zero and a time difference at
the adjacent measurements larger than the user-defined maximum value.
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(a) Variance components using Helmert’s rigorous estimator, see Eq. 4.14
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(b) Variance components using Förstner’s estimator, see Eq. 4.16
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(c) Variance components using the Classical estimator, see Eq. 4.17

Figure A.2: Variance components using different estimators for iterative VCE of 2,521 observations
from a sub-network in the northern URG containing data from Baden-Württemberg (BW)
and Rheinland-Pfalz (RP). Different point sizes denote the measurement epochs from large
(first epoch) to small (latest epoch).
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(a) Reference point at Laufenburg (8.061◦E, 47.562◦N), Switzerland

(b) Reference point at Ramonchamp (6.732◦E, 47.891◦N), France

Figure A.3: Vertical displacement rates in the URG area. Benchmark serving as reference point directly
mounted at the bedrock.
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Figure A.4: Vertical displacement rates in the URG area. Reference point located within a subsidence
area at Landau (8.115◦E, 49.204◦N), Rheinland-Pfalz, Germany
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B GNSS Analysis

Table B.1: Analysed sites of the GNSS Upper Rhine Graben Network (GURN).

Four-digit Full site name Site coordinates Period1 Antenna
site name (Site location) Lon. [◦] Lat. [◦] Start date End date changes2

0384 Stuttgart 9.1709 48.7795 2002-01-02 2011-04-16 2
0386 Heilbronn 9.2183 49.1385 2002-01-02 2011-04-16 1
0387 Heidelberg 8.6753 49.3889 2002-04-04 2011-04-16 5
0388 Iffezheim 8.1126 48.8301 2003-03-12 2011-04-16 2
0389 Schwäbisch Hall 9.7176 49.1064 2002-01-02 2011-04-16 1
0390 Freiburg 7.8444 47.9990 2002-01-02 2006-10-16 1
0391 Geislingen 9.8024 48.5857 2002-01-02 2011-04-16 1
0392 Tauberbischofsheim 9.6708 49.6243 2002-01-02 2011-04-16 2
0393 Offenburg 7.9510 48.4730 2002-06-11 2010-11-08 3
0394 Tübingen 9.0559 48.5177 2002-01-02 2006-04-26 0
0395 Ravensburg 9.6242 47.7931 2002-02-15 2011-04-16 1
0396 Biberach 9.7932 48.1001 2002-03-21 2011-04-16 1
0397 Sigmaringen 9.2239 48.0836 2002-03-12 2011-04-16 1
0398 Freudenstadt 8.4158 48.4645 2002-12-02 2011-04-16 1
0399 Villingen-Schwenningen 8.4648 48.0669 2002-12-01 2008-01-23 0
0400 Tübingen 2 9.0784 48.5195 2006-04-28 2011-04-16 1
0401 Freiburg 2 7.8340 48.0132 2006-10-18 2011-04-16 1
0402 Villingen-Schwenningen 2 8.5276 48.0731 2008-01-25 2011-04-16 1
0512 Koblenz 7.5697 50.3583 2004-01-01 2011-04-16 1
0513 Mayen 7.2431 50.3293 2004-01-01 2011-04-16 1
0514 Simmern 7.5250 49.9845 2004-01-01 2011-04-16 2
0515 Wissen 7.7426 50.7809 2004-01-01 2011-04-16 1
0517 Montabaur 7.8305 50.4317 2004-01-01 2005-04-27 0
0518 Bingen 7.8769 49.9682 2004-09-28 2011-03-06 1
0519 Daun 6.8212 50.1999 2004-01-01 2011-04-16 2
0520 Ludwigshafen 8.4506 49.4687 2004-01-01 2011-04-16 1
0521 Landau 8.1094 49.1998 2004-01-01 2011-04-16 1
0522 Pirmasens 7.6025 49.2021 2004-01-01 2011-04-16 1
0523 Kaiserslautern 7.7740 49.4441 2004-01-01 2011-04-16 1
0524 Trier 6.6474 49.7569 2004-01-01 2011-04-16 1
0525 Bernkastel 7.0665 49.9161 2004-01-01 2011-04-16 1
0526 Prüm 6.4275 50.2101 2004-01-01 2011-04-16 1
0527 Birkenfeld 7.1658 49.6475 2004-01-01 2011-04-16 1
0528 Meisenheim 7.6653 49.7049 2004-01-01 2011-04-16 1
0529 Alzey 2 8.1187 49.7474 2005-05-09 2011-04-16 1
0530 Montabaur 2 7.8306 50.4316 2005-07-05 2011-04-16 1
0531 Rodershausen 6.1949 49.9921 2006-04-20 2011-04-16 1
AUB2 Aubure 2 7.2213 48.1975 2009-01-31 2010-11-10 0
AUBU Aubure 7.1967 48.2169 2008-07-05 2011-04-16 1
BALG Balgau 7.5407 47.9306 2009-04-14 2011-04-16 0
BFO1 Black Forest Observatory 8.3249 48.3305 2006-11-12 2011-04-16 0
BIWI Biwisheim 7.6582 48.7088 2007-07-13 2011-04-02 0
BLFT Belfort 6.8585 47.6259 2007-05-14 2011-04-16 1
BOU2 Bourrignon 2 7.2304 47.3941 2009-07-15 2011-04-16 0
BOUR Bourrignon 7.2306 47.3941 2009-07-15 2011-04-16 0
BSCN Besancon 5.9894 47.2469 2002-01-02 2009-01-13 1
BUAN Bure-Andra 5.3536 48.4862 2007-11-14 2011-04-16 0
CHRM Charmes 6.2812 48.3718 2007-10-31 2011-04-16 1
DILL Dillingen 6.6997 49.3716 2004-12-06 2011-04-16 0
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DOCO Doncourt-les-Conflans 5.9345 49.1402 2007-08-22 2011-04-16 1
DRUS Drusenheim 7.9506 48.7674 2007-05-13 2011-04-16 1
ENTZ Entzheim 7.6399 48.5494 2004-12-01 2011-04-16 1
EOST EOST Strasbourg 7.7625 48.5798 2007-04-12 2011-04-16 0
ERCK Erckartswiller 7.3642 48.8730 2009-03-19 2011-04-16 0
ETH2 ETH Zürich 2 8.5106 47.4072 2009-07-15 2011-04-16 0
ETHZ ETH Zürich 8.5105 47.4071 2009-07-15 2011-04-16 0
FHBB FHNWMuttenz 7.6386 47.5339 2003-02-05 2011-04-16 1
FRAC Frahier-et-Chatebier 6.7456 47.6597 2007-07-13 2011-04-02 0
FRI2 Frick 2 8.1116 47.5274 2008-09-21 2011-04-16 2
FRIC Frick 8.1119 47.5274 2003-02-05 2011-04-16 0
FRTT Frette 5.5663 47.6803 2008-08-13 2011-04-16 1
HUEG Hügelheim 7.5962 47.8339 2002-01-02 2011-04-16 2
HUTT Huttwil 7.8349 47.1411 2009-07-15 2011-04-16 0
KARL Karlsruhe 8.4113 49.0112 2002-07-04 2011-04-16 1
KLOP Kloppenheim 8.7299 50.2198 2002-07-03 2011-04-16 2
KREU Kreuzlingen 9.1600 47.6413 2003-02-05 2009-03-25 1
LRTZ Lycée Loritz, Nancy 6.1915 48.6905 2007-11-05 2011-04-16 0
LUCE Lucelle 7.2682 47.4384 2007-11-01 2011-04-16 1
MAKS Markstein 7.0315 47.9230 2007-05-09 2011-04-16 0
METZ Metz 6.1979 49.1036 2004-02-13 2011-04-16 0
MIRE Mirecourt 6.1213 48.2949 2009-04-14 2011-04-16 0
MNBL Montbeliard 6.8061 47.4958 2009-04-15 2011-04-16 0
MOUS Moussey 6.7838 48.6752 2007-07-13 2011-03-20 0
PRNY Pontarlier 6.3383 46.9049 2007-10-31 2011-04-16 1
SARL Sarralbe 7.0313 49.0025 2007-08-22 2010-09-28 1
SCHA Schaffhausen 8.6558 47.7376 2003-02-05 2009-12-21 1
SEUR Seurre 5.1515 46.9943 2006-09-17 2009-12-31 0
STGA St. Gallen 9.3460 47.4418 2003-02-05 2011-04-16 2
STJ9 Strasbourg 7.6838 48.6217 2002-01-02 2011-04-16 0
TANZ Selestat 7.4626 48.2549 2007-03-22 2010-09-27 1
VAUD Vaudrey 5.6269 46.9812 2008-02-20 2011-04-16 0
VSOL Vesoul 6.0666 47.6894 2009-04-15 2011-04-16 0
WLBH Welsbruch 7.3513 48.4152 2002-01-02 2011-04-16 0
ZIM2 Zimmerwald 2 7.4650 46.8771 2007-11-22 2011-04-16 1
ZIMM Zimmerwald 7.4653 46.8771 2002-01-02 2011-04-16 0

1 Period of valid coordinate estimates from the adjustment of observations.
2 Number of documented antenna changes within the analysed period.
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Table B.2: Mean standard deviations of daily coordinate estimates at all 85 analysed GURN sites, and
site velocities deduced from daily coordinate estimates. The mean velocity of all subsections
is given in the table if the time series is separated by documented antenna changes.

Four-digit Standard deviation [mm] Velocity [mm/a]
site name East North Up East North Up

0384 0.32 0.43 1.40 19.48 15.39 0.31
0386 0.32 0.43 1.41 19.88 15.74 0.38
0387 0.32 0.44 1.42 19.34 15.94 1.16
0388 0.32 0.43 1.41 19.92 15.30 0.59
0389 0.32 0.43 1.42 19.70 16.00 0.17
0390 0.32 0.44 1.45 19.47 16.04 −0.27
0391 0.32 0.43 1.43 20.00 16.09 0.09
0392 0.32 0.44 1.42 19.64 15.85 0.76
0393 0.32 0.43 1.43 19.79 15.82 1.79
0394 0.32 0.43 1.42 19.51 15.79 0.38
0395 0.32 0.43 1.43 19.83 16.15 1.20
0396 0.32 0.43 1.43 20.03 15.65 0.63
0397 0.32 0.43 1.42 20.04 16.08 0.95
0398 0.32 0.43 1.41 19.78 15.98 0.83
0399 0.33 0.45 1.47 19.42 16.16 −0.75
0400 0.32 0.43 1.42 19.54 16.00 −0.52
0401 0.31 0.42 1.39 19.85 16.48 0.01
0402 0.31 0.41 1.36 20.12 16.48 0.78
0512 0.31 0.43 1.38 19.01 15.62 0.98
0513 0.31 0.43 1.38 18.89 15.68 0.97
0514 0.32 0.44 1.42 18.91 15.26 1.14
0515 0.33 0.49 1.54 18.91 15.81 0.31
0517 0.32 0.45 1.42 19.01 15.02 −0.13
0518 0.33 0.45 1.47 18.61 16.06 1.03
0519 0.32 0.43 1.39 18.82 15.72 0.18
0520 0.31 0.43 1.37 18.73 16.23 −1.91
0521 0.32 0.43 1.40 19.03 15.63 −1.54
0522 0.34 0.45 1.55 18.92 15.68 −0.59
0523 0.31 0.43 1.38 19.29 15.39 1.11
0524 0.32 0.43 1.40 18.87 15.63 0.92
0525 0.32 0.44 1.43 18.44 15.65 −0.13
0526 0.34 0.47 1.54 18.80 15.34 2.16
0527 0.32 0.44 1.43 18.65 15.27 0.92
0528 0.32 0.43 1.39 19.22 15.10 −0.65
0529 0.31 0.43 1.38 19.48 16.74 −0.17
0530 0.31 0.43 1.38 18.84 15.39 0.67
0531 0.31 0.42 1.35 19.93 15.85 1.46
AUB2 0.32 0.42 1.40 20.96 15.16 0.96
AUBU 0.37 0.48 1.76 19.97 16.00 2.25
BALG 0.31 0.41 1.37 19.18 15.60 0.22
BFO1 0.42 0.46 2.15 19.18 15.05 3.34
BIWI 0.31 0.42 1.37 20.14 14.82 2.17
BLFT 0.31 0.41 1.35 19.80 15.64 1.48
BOU2 0.31 0.40 1.37 18.93 16.73 −1.53
BOUR 0.31 0.41 1.38 19.48 16.71 −2.38
BSCN 0.34 0.45 1.53 19.18 15.98 0.51
BUAN 0.30 0.41 1.34 18.83 16.42 1.26
CHRM 0.31 0.41 1.35 19.73 15.77 1.20
DILL 0.31 0.43 1.38 19.20 15.33 0.68
DOCO 0.31 0.42 1.36 19.52 15.49 1.70
DRUS 0.31 0.41 1.35 19.83 15.53 1.58
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ENTZ 0.31 0.42 1.37 19.34 15.37 −2.54
EOST 0.31 0.42 1.38 19.80 15.72 1.68
ERCK 0.31 0.43 1.40 19.07 16.22 −0.80
ETH2 0.30 0.40 1.34 19.04 16.69 0.87
ETHZ 0.30 0.40 1.34 19.50 16.48 −0.19
FHBB 0.33 0.45 1.49 19.99 16.00 0.92
FRAC 0.31 0.42 1.37 19.52 15.75 1.54
FRI2 0.33 0.45 1.59 20.09 15.99 3.35
FRIC 0.35 0.47 1.58 20.01 16.05 1.26
FRTT 0.32 0.45 1.49 19.65 16.19 2.14
HUEG 0.32 0.44 1.45 19.74 16.07 0.78
HUTT 0.30 0.40 1.30 19.56 16.73 1.96
KARL 0.31 0.43 1.39 19.59 15.76 0.40
KLOP 0.29 0.39 1.27 18.94 15.98 0.49
KREU 0.32 0.44 1.45 20.53 15.26 1.08
LRTZ 0.31 0.42 1.36 19.25 15.18 0.21
LUCE 0.31 0.41 1.38 19.66 16.32 1.36
MAKS 0.31 0.42 1.38 19.80 15.49 1.33
METZ 0.33 0.46 1.51 19.40 15.23 0.61
MIRE 0.31 0.41 1.37 19.41 16.14 −0.62
MNBL 0.31 0.41 1.37 19.40 15.62 −0.62
MOUS 0.31 0.43 1.39 20.02 15.80 1.17
PRNY 0.31 0.40 1.34 19.95 15.89 0.40
SARL 0.31 0.42 1.37 19.24 15.17 1.73
SCHA 0.32 0.43 1.43 20.02 15.78 1.28
SEUR 0.32 0.42 1.41 19.49 15.77 0.68
STGA 0.32 0.43 1.42 19.88 16.02 1.19
STJ9 0.32 0.43 1.42 19.33 15.83 0.52
TANZ 0.31 0.42 1.37 19.91 15.46 0.35
VAUD 0.32 0.41 1.38 19.68 16.02 0.21
VSOL 0.32 0.41 1.39 19.50 15.27 −1.10
WLBH 0.39 0.51 1.79 19.35 15.44 −1.45
ZIM2 0.30 0.39 1.27 19.64 15.97 0.54
ZIMM 0.31 0.42 1.39 19.71 16.40 1.56
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Table B.3: Velocity estimates and corresponding standard deviations (STD) resulting from linear re-
gression (lin. reg.) and from CATS analysis. Site velocities calculated from a local Euler pole
are already subtracted. Velocities from linear regression are estimated for every subsection
of a time series.

Four-digit Velocity from lin. reg. ± STD [mm/a] CATS velocity ± STD [mm/a]
site name East North Up East North Up

0384 0.11 ±0.02 −0.69 ±0.03 −1.17 ±0.06 0.25 ±0.09 −0.47 ±0.14 0.01 ±0.27
0.82 ±0.03 −0.11 ±0.04 1.53 ±0.08

−12.72 ±1.59 −3.53 ±2.10 −5.13 ±5.27
0386 0.24 ±0.01 −0.11 ±0.01 0.12 ±0.04 0.30 ±0.07 −0.09 ±0.09 0.74 ±0.25

0.81 ±0.05 −0.04 ±0.05 0.53 ±0.14
0387 0.39 ±0.10 0.32 ±0.11 1.89 ±0.31 0.02 ±0.12 −0.22 ±0.11 0.23 ±0.40

−0.12 ±0.03 −0.29 ±0.02 −1.04 ±0.09
0.45 ±0.06 −0.16 ±0.05 0.49 ±0.15

0388 0.81 ±0.03 −0.23 ±0.03 0.01 ±0.05 0.97 ±0.15 −0.32 ±0.15 0.48 ±0.38
0.60 ±0.11 −0.94 ±0.11 1.07 ±0.21

0389 −0.06 ±0.01 0.10 ±0.01 −0.28 ±0.03 0.10 ±0.07 0.03 ±0.09 0.26 ±0.27
0.54 ±0.05 0.32 ±0.06 0.50 ±0.16

0390 0.07 ±0.03 0.13 ±0.02 −0.32 ±0.06 −0.03 ±0.14 0.21 ±0.20 −0.44 ±0.42
0391 0.17 ±0.01 0.05 ±0.02 −0.38 ±0.04 0.21 ±0.09 0.14 ±0.10 −0.11 ±0.35

0.56 ±0.05 0.59 ±0.07 0.44 ±0.19
0392+ 0.28 ±0.31 0.71 ±0.17 1.63 ±0.57 0.40 ±0.10 −0.38 ±0.12 0.53 ±0.33

1.33 ±0.29 −1.59 ±0.22 0.23 ±0.61
0.25 ±0.03 −0.38 ±0.02 −0.03 ±0.06
0.48 ±0.08 −0.10 ±0.05 0.53 ±0.15

0393 0.33 ±0.01 0.11 ±0.01 1.64 ±0.04 0.28 ±0.08 0.03 ±0.08 1.47 ±0.28
0.74 ±0.06 −0.19 ±0.06 1.87 ±0.20

0394 0.00 ±0.03 −0.05 ±0.03 0.32 ±0.07 0.03 ±0.17 −0.13 ±0.18 0.65 ±0.45
0395 −0.28 ±0.01 0.11 ±0.01 1.31 ±0.03 −0.23 ±0.07 0.04 ±0.07 1.39 ±0.21

0.31 ±0.05 0.62 ±0.05 0.98 ±0.16
0396 0.15 ±0.01 −0.30 ±0.02 0.41 ±0.03 0.17 ±0.06 −0.22 ±0.10 0.55 ±0.23

0.37 ±0.04 0.06 ±0.07 0.75 ±0.14
0397 0.19 ±0.01 −0.05 ±0.01 0.65 ±0.03 0.16 ±0.07 −0.02 ±0.08 0.83 ±0.24

0.58 ±0.05 0.59 ±0.06 1.14 ±0.18
0398 0.17 ±0.03 −0.31 ±0.02 0.42 ±0.05 0.29 ±0.14 −0.28 ±0.11 0.05 ±0.34

0.63 ±0.08 0.54 ±0.06 1.13 ±0.18
0399 −0.10 ±0.02 0.27 ±0.02 −0.78 ±0.05 −0.06 ±0.13 0.13 ±0.12 −1.00 ±0.37
0400 −0.29 ±0.07 0.25 ±0.05 −2.08 ±0.19 0.17 ±0.13 0.14 ±0.14 −0.26 ±0.56

0.37 ±0.04 0.10 ±0.04 0.95 ±0.14
0401 0.39 ±0.13 0.73 ±0.09 −0.77 ±0.30 0.50 ±0.15 0.32 ±0.16 1.17 ±0.58

0.35 ±0.04 0.15 ±0.04 1.97 ±0.14
0402 −0.92 ±0.21 3.31 ±0.28 0.08 ±0.89 0.48 ±0.17 0.47 ±0.30 1.57 ±0.77

0.61 ±0.05 0.63 ±0.06 0.72 ±0.16
0512 0.32 ±0.04 −0.28 ±0.04 0.41 ±0.09 0.38 ±0.20 −0.30 ±0.16 0.51 ±0.41

0.41 ±0.05 −0.31 ±0.04 1.44 ±0.12
0513 0.11 ±0.02 −0.29 ±0.02 1.34 ±0.05 0.19 ±0.16 0.04 ±0.15 1.63 ±0.38

0.51 ±0.11 −0.21 ±0.11 0.50 ±0.24
0514 −0.00 ±0.04 −0.97 ±0.06 1.56 ±0.10 0.21 ±0.19 −0.61 ±0.23 0.88 ±0.41

0.33 ±0.09 −0.35 ±0.25 0.63 ±0.19
0515 0.11 ±0.03 0.13 ±0.03 0.17 ±0.08 0.30 ±0.11 0.24 ±0.15 0.09 ±0.44

0.60 ±0.07 −0.31 ±0.07 0.33 ±0.19
0517 0.03 ±0.11 −0.89 ±0.14 −0.18 ±0.33 0.12 ±0.40 −0.55 ±0.51 −0.22 ±1.07
0518 −0.22 ±0.02 0.16 ±0.02 0.97 ±0.05 −0.29 ±0.13 0.14 ±0.20 0.93 ±0.47
0519 −0.45 ±0.13 0.24 ±0.23 −1.31 ±0.39 0.18 ±0.16 −0.10 ±0.15 0.59 ±0.52

0.88 ±0.07 −0.93 ±0.06 −0.48 ±0.19
0.40 ±0.04 −0.05 ±0.04 2.18 ±0.10
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0520 −0.73 ±0.03 −0.18 ±0.02 −1.90 ±0.06 −0.52 ±0.12 0.09 ±0.16 −1.10 ±0.40
−0.00 ±0.08 0.91 ±0.06 −2.03 ±0.17

0521 0.28 ±0.02 0.02 ±0.02 −2.55 ±0.05 0.32 ±0.11 0.02 ±0.12 −1.89 ±0.32
−0.42 ±0.11 −0.52 ±0.12 −0.64 ±0.29

0522+ −0.44 ±0.09 −0.68 ±0.13 0.36 ±0.27 −0.02 ±0.12 −0.14 ±0.14 −0.62 ±0.39
−0.18 ±0.04 −0.50 ±0.04 −1.45 ±0.10

0.36 ±0.06 0.45 ±0.07 −0.84 ±0.16
0523 −0.04 ±0.03 −0.63 ±0.03 0.46 ±0.07 0.44 ±0.11 −0.55 ±0.14 1.16 ±0.41

0.69 ±0.04 −0.39 ±0.05 1.65 ±0.11
0524 0.07 ±0.03 −0.39 ±0.02 1.14 ±0.07 0.02 ±0.14 −0.32 ±0.13 1.58 ±0.39

0.43 ±0.07 −0.28 ±0.06 0.59 ±0.17
0525 −0.19 ±0.02 −0.98 ±0.03 1.38 ±0.05 −0.09 ±0.11 −0.69 ±0.17 1.34 ±0.37

−0.28 ±0.17 0.39 ±0.27 −1.74 ±0.33
0526+ 4.13 ±0.59 4.51 ±0.50 −3.04 ±1.92 0.22 ±0.16 −0.53 ±0.20 2.11 ±0.54

0.20 ±0.10 −1.20 ±0.14 4.50 ±0.36
−0.13 ±0.04 −1.18 ±0.04 1.55 ±0.10

1.01 ±0.11 0.48 ±0.16 0.26 ±0.26
0527 −0.30 ±0.02 −0.83 ±0.02 1.46 ±0.06 −0.18 ±0.10 −0.46 ±0.14 1.34 ±0.41

0.06 ±0.13 −0.52 ±0.14 0.28 ±0.31
0528 0.45 ±0.02 −0.82 ±0.02 0.51 ±0.05 0.54 ±0.10 −0.52 ±0.13 −0.15 ±0.39

0.28 ±0.09 −0.79 ±0.10 −1.91 ±0.31
0529 0.53 ±0.06 0.86 ±0.07 −0.22 ±0.17 −0.28 ±0.21 −0.01 ±0.27 0.39 ±0.59

2.50 ±0.24 2.23 ±0.25 −2.37 ±0.67
0530 0.40 ±0.04 −0.64 ±0.02 1.12 ±0.09 0.37 ±0.23 −0.50 ±0.17 0.94 ±0.57

−0.08 ±0.20 −0.39 ±0.15 0.13 ±0.40
0531 1.46 ±0.09 −0.15 ±0.03 1.40 ±0.08 0.49 ±0.28 −0.16 ±0.17 1.43 ±0.52

9.77 ±0.53 1.78 ±0.28 −2.24 ±0.58
AUB2* 1.76 ±0.15 −0.76 ±0.18 0.91 ±0.41 1.50 ±0.22 −1.53 ±0.77 2.50 ±1.86
AUBU 0.77 ±0.10 0.06 ±0.12 2.17 ±0.85 0.77 ±0.30 −0.16 ±0.28 1.24 ±1.09
BALG −0.16 ±0.07 −0.31 ±0.07 0.17 ±0.32 −0.17 ±0.23 0.23 ±0.40 −1.74 ±1.20
BFO1* −0.23 ±0.04 −0.83 ±0.03 3.29 ±0.12 −0.25 ±0.19 −0.62 ±0.20 2.33 ±0.74
BIWI* 0.98 ±0.04 −1.11 ±0.04 2.12 ±0.13 1.11 ±0.22 −0.94 ±0.20 1.89 ±0.73
BLFT 0.49 ±0.03 −0.33 ±0.04 1.43 ±0.09 0.49 ±0.15 −0.20 ±0.18 1.72 ±0.62

0.17 ±0.34 −0.57 ±0.50 13.74 ±1.83
BOU2* −0.51 ±0.17 0.80 ±0.13 −1.58 ±0.59 0.18 ±0.37 1.23 ±0.46 −1.51 ±1.46
BOUR* 0.05 ±0.14 0.78 ±0.13 −2.43 ±0.60 −0.19 ±0.34 0.91 ±0.43 −1.58 ±2.05
BSCN −0.06 ±0.01 −0.03 ±0.01 0.45 ±0.03 −0.09 ±0.10 −0.01 ±0.12 0.57 ±0.28
BUAN 0.08 ±0.04 0.39 ±0.03 1.21 ±0.09 −0.25 ±0.29 0.48 ±0.21 0.97 ±0.59
CHRM 0.76 ±0.04 −0.22 ±0.04 1.15 ±0.12 0.75 ±0.22 0.03 ±0.27 1.70 ±0.76

−2.44 ±0.39 −1.19 ±0.45 13.65 ±2.00
DILL 0.44 ±0.01 −0.63 ±0.01 0.62 ±0.04 0.41 ±0.11 −0.61 ±0.12 0.81 ±0.30
DOCO 0.84 ±0.05 −0.52 ±0.04 1.65 ±0.14 0.91 ±0.20 −0.49 ±0.18 2.00 ±0.76

−6.14 ±0.37 −3.43 ±0.48 22.34 ±2.02
DRUS 0.62 ±0.03 −0.37 ±0.03 1.53 ±0.11 0.73 ±0.14 −0.32 ±0.16 1.85 ±0.62

−0.49 ±0.35 −2.83 ±0.42 12.34 ±1.74
ENTZ 0.24 ±0.02 −0.38 ±0.02 0.04 ±0.06 0.27 ±0.10 −0.31 ±0.11 −0.59 ±0.48

0.06 ±0.10 −0.70 ±0.09 −5.22 ±0.42
EOST 0.58 ±0.03 −0.19 ±0.03 1.62 ±0.10 0.46 ±0.20 −0.28 ±0.24 1.45 ±0.57
ERCK* 0.04 ±0.07 0.21 ±0.07 −1.05 ±0.22 −0.04 ±0.24 0.36 ±0.36 −1.67 ±1.19
ETH2* −0.65 ±0.11 0.83 ±0.10 0.82 ±0.96 −0.33 ±0.43 1.22 ±0.51 0.38 ±1.27
ETHZ −0.19 ±0.15 0.63 ±0.13 −0.24 ±0.25 0.35 ±0.49 0.50 ±0.42 0.39 ±1.49
FHBB 0.15 ±0.03 0.33 ±0.02 0.74 ±0.06 0.28 ±0.12 0.14 ±0.07 0.82 ±0.29

0.85 ±0.03 −0.16 ±0.03 0.98 ±0.10
FRAC 0.32 ±0.04 −0.23 ±0.04 1.66 ±0.16 0.49 ±0.18 −0.13 ±0.18 1.34 ±1.04
FRI2* 0.71 ±0.13 0.61 ±0.18 3.48 ±0.75 0.55 ±0.34 1.18 ±0.47 −1.66 ±2.26

0.32 ±0.15 −0.40 ±0.21 3.11 ±1.03
FRIC 0.19 ±0.03 0.20 ±0.03 2.07 ±0.68 0.20 ±0.11 −0.01 ±0.17 1.64 ±0.52
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FRTT 0.63 ±0.08 0.17 ±0.07 2.08 ±0.26 0.62 ±0.31 0.23 ±0.39 2.07 ±1.26
−6.34 ±0.56 −0.84 ±0.73 −6.47 ±2.60

HUEG −0.11 ±0.03 −0.05 ±0.03 1.47 ±0.10 0.20 ±0.10 −0.07 ±0.10 1.02 ±0.28
0.52 ±0.09 0.18 ±0.06 −0.62 ±0.27
0.64 ±0.03 0.33 ±0.04 1.32 ±0.10

HUTT −0.07 ±0.10 0.84 ±0.08 1.91 ±0.50 0.35 ±0.32 0.65 ±0.46 1.98 ±2.17
KARL 0.37 ±0.01 −0.11 ±0.01 0.35 ±0.02 0.43 ±0.11 −0.01 ±0.09 0.48 ±0.27
KLOP −0.20 ±0.02 0.24 ±0.02 −0.16 ±0.06 −0.04 ±0.07 0.12 ±0.10 0.35 ±0.33

0.21 ±0.03 0.03 ±0.03 1.05 ±0.10
KREU 0.59 ±0.03 −0.16 ±0.02 1.14 ±0.09 0.46 ±0.14 −0.26 ±0.12 0.83 ±0.49

0.89 ±0.12 −0.99 ±0.10 0.91 ±0.60
LRTZ 0.40 ±0.04 −0.82 ±0.03 0.16 ±0.12 0.26 ±0.26 −0.85 ±0.26 −0.43 ±0.73
LUCE −0.51 ±0.17 −0.33 ±0.20 −11.89 ±0.84 0.20 ±0.25 0.17 ±0.18 −0.10 ±0.87

0.23 ±0.05 0.39 ±0.05 1.30 ±0.17
MAKS 0.54 ±0.04 −0.46 ±0.04 1.27 ±0.09 0.49 ±0.25 −0.60 ±0.29 0.96 ±0.57
METZ 0.67 ±0.02 −0.77 ±0.02 0.56 ±0.04 0.56 ±0.11 −0.81 ±0.13 0.63 ±0.28
MIRE 0.47 ±0.08 0.16 ±0.09 −0.68 ±0.41 0.32 ±0.27 0.28 ±0.39 −1.90 ±1.05
MNBL 0.09 ±0.08 −0.33 ±0.07 −0.67 ±0.33 0.04 ±0.25 −0.13 ±0.31 −1.52 ±1.19
MOUS 1.03 ±0.05 −0.17 ±0.07 1.12 ±0.17 0.92 ±0.24 −0.23 ±0.31 0.62 ±0.79
PRNY+ 1.27 ±0.16 −0.32 ±0.09 0.35 ±0.30 1.04 ±0.48 −0.21 ±0.28 −1.99 ±1.09

−0.21 ±0.26 0.11 ±0.12 0.34 ±0.45
15.95 ±1.41 4.52 ±1.09 −9.71 ±3.04

SARL 0.29 ±0.04 −0.78 ±0.03 1.67 ±0.11 0.19 ±0.15 −0.81 ±0.21 1.35 ±0.73
SCHA 0.31 ±0.04 0.12 ±0.03 0.91 ±0.07 0.62 ±0.15 −0.14 ±0.12 1.37 ±0.42

0.43 ±0.07 −0.29 ±0.06 1.54 ±0.22
SEUR 0.34 ±0.04 −0.28 ±0.03 0.63 ±0.12 0.38 ±0.22 −0.22 ±0.16 0.77 ±0.69
STGA −0.00 ±0.04 0.18 ±0.03 0.65 ±0.33 0.06 ±0.12 0.07 ±0.12 1.63 ±0.39

0.03 ±0.04 0.23 ±0.03 1.61 ±0.29
STJ9 0.14 ±0.01 −0.09 ±0.01 0.47 ±0.02 0.10 ±0.05 −0.07 ±0.06 0.57 ±0.24
TANZ 0.65 ±0.04 −0.47 ±0.03 0.30 ±0.11 0.59 ±0.17 −0.51 ±0.18 −0.02 ±0.59
VAUD 0.44 ±0.04 0.00 ±0.04 0.15 ±0.12 0.48 ±0.26 −0.05 ±0.23 −0.27 ±0.65
VSOL* 0.39 ±0.07 −0.73 ±0.10 −1.15 ±0.34 0.02 ±0.31 −0.86 ±0.59 −2.29 ±1.35
WLBH 0.17 ±0.01 −0.49 ±0.02 −1.50 ±0.04 0.11 ±0.08 −0.39 ±0.09 −1.26 ±0.31
ZIM2 −0.10 ±0.12 −0.51 ±0.12 2.05 ±0.56 0.19 ±0.31 0.70 ±0.29 1.40 ±1.01

0.08 ±0.12 0.59 ±0.14 −1.08 ±0.22
ZIMM 0.07 ±0.01 0.47 ±0.01 1.51 ±0.02 0.04 ±0.06 0.39 ±0.06 1.56 ±0.22

+ At this site an additional jump was detected and introduced for velocity estimation.
* The velocity of this site is not shown in the arrow plots (Fig. 5.5 and 5.6), as the time series is too

short to estimate a sub-mm/a deformation with significance.
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Table C.1: Difference between mean interferogram coherence and predicted coherence calculated from
linear and exponential decorrelation models for the temproal / spatial decorrelation at 61
interferograms of an image stack in Northern Germany.

Acquisition date linear / linear exponential / linear exponential / exponential

19920417 0.129 0.013 0.015
19920731 0.096 -0.028 0.017
19920904 0.087 -0.004 0.013
19921009 0.069 0.013 0.005
19921113 0.054 -0.016 0.010
19930122 0.039 0.000 0.012
19930226 0.032 0.010 0.002
19930611 0.014 0.019 0.005
19930924 -0.027 0.009 0.007
19931029 -0.021 0.016 0.001
19950430 -0.128 0.021 0.004
19950604 -0.331 -0.027 0.017
19950709 -0.164 0.016 0.005
19950813 -0.336 -0.019 0.018
19950814 -0.465 -0.059 -0.006
19950918 -0.351 -0.018 -0.007
19951022 -0.177 0.021 0.006
19951023 -0.167 0.017 -0.004
19951126 -0.190 0.018 0.003
19960310 -0.224 0.017 0.003
19960311 -0.257 0.007 -0.010
19960414 -0.414 -0.013 0.021
19960415 -0.581 -0.062 -0.005
19960519 -0.465 -0.055 0.000
19960623 -0.290 -0.084 -0.001
19960902 -0.331 -0.006 -0.015
19961007 -0.382 -0.010 -0.006
19961216 -0.344 -0.008 -0.005
19970120 -0.558 -0.078 -0.011
19970224 -0.386 -0.022 0.004
19970331 -0.342 -0.018 -0.010
19970505 -0.286 -0.008 -0.009
19970609 -0.404 -0.042 -0.003
19970714 -0.408 -0.050 -0.001
19970818 -0.384 -0.047 -0.003
19970922 -0.303 -0.024 -0.004
19971027 -0.209 -0.002 -0.007
19971201 -0.277 -0.027 -0.008
19980105 -0.368 -0.073 -0.012
19980209 -0.298 -0.047 -0.003
19980316 -0.287 -0.050 -0.002
19980420 -0.224 -0.029 -0.007
19980525 -0.279 -0.063 -0.001
19980803 -0.200 -0.036 0.007
19980907 -0.242 -0.073 -0.010
19981116 -0.086 -0.005 -0.011
19981221 -0.076 -0.004 -0.010
19990125 -0.100 -0.023 0.003
19990301 -0.072 -0.016 -0.008
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19990405 -0.121 -0.062 -0.008
19990510 -0.035 -0.007 -0.011
19990614 -0.008 0.005 -0.010
19990719 0.000 0.003 -0.011
19990927 -0.009 -0.034 -0.007
19991031 0.039 0.016 0.007
19991101 0.013 -0.025 0.001
19991206 0.003 -0.059 -0.005
20000109 0.049 0.011 0.003
20000110 0.047 -0.016 0.001
20000214 0.032 -0.034 -0.001
20001016 0.133 0.007 0.005

MAD: 0.204 0.027 0.007
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(a) MERIS (onboard Envisat, resolution: 1.2 km),
water vapour estimates converted to phase delay.

(b) ERA-I weather model,
calculation of phase delays using T, p and e.

Figure C.1: Atmospheric phase screen for Envisat track 294S calculated from external data sources
w.r.t. a master acquired on 2007-08-06. The spatial extent of the figures is 6.709◦–8.400◦E,
47.237◦–48.196◦N.
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(a) Power-law method,
using spatial wavelengths between 2 and 18 km.

(b) Spatio-temporal filtering of StaMPS,
time window: 730 days, spatial wavelength: 2000 m.

Figure C.2: Atmospheric phase screen for Envisat track 294S calculated from the interferometric phase
w.r.t. a master acquired on 2007-08-06. The spatial extent of the figures is 6.709◦–8.400◦E,
47.237◦–48.196◦N.
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Figure C.3: Histogram, fitted PDF of the log-normal distribution and filtering threshold for EC val-
ues calculated at PS locations of Envisat track 487S for different weed standard deviation
thresholds: (a) 0.8 rad, (b) 0.9 rad, (c) 1.0 rad, (d) 1.1 rad.
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Figure C.4: Histogram, fitted PDF of the EV distribution and filtering threshold for STC values calcu-
lated at PS locations of Envisat track 487S for different weed standard deviation thresholds:
(a) 0.8 rad, (b) 0.9 rad, (c) 1.0 rad, (d) 1.1 rad.

Table C.2: Comparison of the number of PS pixels and quality filtering results for different weed stan-
dard deviation thresholds, Envisat track 487S.

Threshold γmin ρmax No. of No. of No. of bad PS bad EC bad STC
[rad] [–] [mm] all PS good PS bad PS [%] [%] [%]

0.8 0.53 6.01 305,927 271,814 34,113 11.2 9.6 9.6
0.9 0.43 6.74 381,013 340,546 40,467 10.6 9.3 8.8
1.0 0.32 7.55 463,233 417,524 45,709 9.9 8.4 7.8
1.1 0.22 8.33 549,209 498,139 51,070 9.3 7.1 7.2



222 C InSAR Analysis

435 436 437 438

5449

5450

5451

5452

5453

5454

5455

Easting [km]

N
o
rt

h
in

g
 [
k
m

]

 

 

[m
m

/a
]

−6

−4

−2

0

2

4

6
(a)

435 436 437 438

5449

5450

5451

5452

5453

5454

5455

Easting [km]

N
o
rt

h
in

g
 [
k
m

]

 

 

[m
m

/a
]

−6

−4

−2

0

2

4

6
(b)

Figure C.5: LOS velocities at PS locations, crop of a region in the northern URG close to the city of
Landau also shown in Fig. 6.22(b), Envisat track 294N. (a) filtered PS pixels: bad EC, (b)
filtered PS pixels: bad STC. The spatial extent of the figures is 8.096◦–8.160◦E, 49.183◦–
49.248◦N. The reference area is located in Karlsruhe and the same as in Fig. 6.10.
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Figure C.6: LOS velocities at PS locations, crop of Lorraine/Saarland region at the northern French-
German border, ERS track 258. The reference area is located in Lahr at 7.876◦E, 48.342◦N.

Figure C.7: LOS velocities at PS locations, crop of Lorraine/Saarland region at the northern French-
German border between Creutzwald and Saarbrücken, ERS track 258. The colour scale and
the reference area are the same as in Fig. C.6. The spatial extent of the figure is 6.684◦–
7.033◦E, 49.120◦–49.267◦N. Background: Google Earth.
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Figure C.8: Displacement time series at two different PS locations, (a) PS at Völklingen, location 1 in
Fig. C.7, (b) PS at Freyming-Merlebach, location 2 in Fig. C.7.

(a) (b)

Figure C.9: LOS velocities at PS locations, crop of a region in the southern URG northwest of the city of
Mulhouse, (a) ERS track 294, reference area located in Lahr at 7.876◦E, 48.342◦N, (b) Envisat
track 294S, reference area located in Lörrach at 7.661◦E, 47.616◦N. The colour scale is the
same as in Fig. C.6. The spatial extent of the figures is 7.216◦–7.356◦E, 47.751◦–47.867◦N.
Background: Google Earth.
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Statement: Ordinary Kriging (OK) is a specific case of least-squares prediction.

The linear system of equations for least-squares prediction is given by Teunissen (2007):(
y
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The Best Linear Unbiased Predictor (BLUP) of y0 is

ŷ0 = A0 x̂ + Qy0yQ−1
yy (y− Ax̂)

= A0

[(
A>Q−1

yy A
)−1

A>Q−1
yy y
]
+ Qy0yQ−1

yy

(
y− A

[(
A>Q−1

yy A
)−1

A>Q−1
yy y
])

.
(D.3)

Setting A0 = 1 and A = l =

1
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, we obtain
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Following Eq. (7.12) and (7.15), the system of equations of OK can be written in the form:
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where Qyy represents the covariance matrix C of observations and Qyy0 the vector of covari-
ances D at the prediction location. We obtain the transposed vector w> from Eq. (D.5):
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Multiplication of Eq. (D.6) with the observation vector y, see Eq. (7.11), yields exactly the
formulation of Eq. (D.4), proving that OK is a specific case of BLUP.
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(a) (b)

(c) (d)

Figure D.1: InSAR velocity estimates at grid locations in track 258 (a), (b) and in track 487 (c), (d) from
ERS and Envisat combination and from ERS only in the northern part of track 258. (a),
(c) LOS velocities, (b), (d) standard deviation (2σ) of LOS velocities. Grid points with a
significant non-linear motion behaviour are shown as black dots in (a), (c) and omitted in
(b), (d).
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Figure D.2: Resulting velocity field from levelling and GNSS, only: horizontal linear rates (arrows) and
vertical linear rates (colour-coded). The horizontal velocity field is interpolated to a 5 km
grid for visualisation purposes. The vertical movements are relative to a reference point
in the Eastern Black Forest, the horizontal movements are relative to a local Euler pole
estimated from all 76 GNSS sites in the URG area. Brown lines represent faults in the URG
area after Peters (2007), main border faults (thick), active faults (medium thick) and other
faults (thin). Grey background: shaded DEM using SRTM-3 data.
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Figure D.3: Difference of the combined velocity field (Fig. 7.17) to the velocity field from levelling and
GNSS, only (Fig. D.2): horizontal linear rates (arrows) and vertical linear rates (colour-
coded). The horizontal velocity field is interpolated to a 5 km grid for visualisation pur-
poses. Brown lines represent faults in the URG area after Peters (2007), main border faults
(thick), active faults (medium thick) and other faults (thin). Grey background: shaded
DEM using SRTM-3 data.
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Acronyms and Symbols

List of acronyms

3D Three-dimensional
APS Atmospheric Phase Screen
BF Black Forest
BS5 Bernese GPS Software, Version 5.0
CATS Create and Analyze Time Series
DC Doppler Centroid
DEM Digital Elevation Model
DEOS Delft Institute of Earth Observation and Space Systems
DePSI Delft PS-InSAR software
DHHN Deutsches Haupthöhennetz (German primary height network)
DORIS Delft Object-oriented Radar Interferometric Software
DS Distributed Scatterer
EBF Eastern Border Fault
EC Ensemble Coherence
ECMWF European Centre for Medium-Range Weather Forecasts
EDM Electronic Distance Measurement
Envisat Environmental Satellite
EOLi ESA’s Earth Observations Link client
EOP Earth Orientation Parameters
EOST École et Observatoire des Sciences de la Terre, Université de Strasbourg
EPN EUREF Permanent Network
ERS European Remote Sensing Satellites
ESA European Space Agency
EUCOR EUropean COnfederation of Upper Rhine universities
EUREF European Reference Frame
EV Extreme Value
GIA Glacial Isostatic Adjustment
GIK Geodetic Insitute, Karlsruhe Institute of Technology
GPS Global Positioning System
GNSS Global Navigation Satellite Systems
GURN GNSS Upper Rhine Graben Network
IGN Institut National de l’Information Géographique et Forestière
IGS International GNSS Service
InSAR Interferometric SAR or SAR Interferometry
ITRF International Terrestrial Reference Frame
IWV Integrated Water Vapour
KaGeMoV Karlsruher Geschwindigkeitsmodelle zur Berechnung von Vertikalbewegungen
LGL Landesamt für Geoinformation und Landentwicklung Baden-Württemberg
LGRB Landesamt für Geologie, Rohstoffe und Bergbau, Baden-Württemberg
LOS Line Of Sight
LVermGeo Landesamt für Vermessung und Geobasisinformation Rheinland-Pfalz
LVGL Landesamt für Vermessung, Geoinformation und Landentwicklung Saarland
MAD Mean Absolute Difference/Deviation
MAX Maximum value
MERIS MEdium Resolution Imaging Spectrometer
MIN Minimum value
NC Normal Correction
NOC Normal-Orthometric Correction
PCO Phase Centre Offset
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PCV Phase Centre Variations
PDF Probability Density Function
PPP Precise Point Positioning
PS Persistent Scatterer
RRF Rhine River Fault
SAPOS R© Satellitenpositionierungsdienst der deutschen Landesvermessung
SAR Synthetic Aperture Radar
SBAS Small Baseline Subset
SCLA Spatially Correlated Look Angle error
SLC Single Look Complex
SRTM Shuttle Radar Topography Mission
StaMPS Stanford Method for Persistent Scatterers
STC Spatio-temporal consistency
STD Standard deviation
SULA Spatially Uncorrelated Look Angle error
swisstopo Bundesamt für Landestopografie (Swiss surveying authority)
UELN United European Levelling Network
URG Upper Rhine Graben
URGENT Upper Rhine Graben: Evolution and NeoTectonics
VCE Variance Component Estimation
VG Vosges Mountains
WBF Western Border Fault

List of latin symbols

a Acceleration / Semi-major axis (in Sect. 4.3)
A Design matrix / Azimuth (in Sect. 4.4.1 and 5.1) / Amplitude (in Sect. 3.3 and 5.2.3)
b Intercept / Projection of LOS into the E–N-plane (in Sect. 7.2)
b1, b2, b3, b4 Model parameter or coefficient
B Benchmark or measurement point (also used together with point A, point C, . . .)
Bcorr Correction factor
BL Baseline
B‖ Parallel baseline
B⊥ Perpendicular baseline
c Velocity of light / Elements of covariance matrix C (in Sect. 4.4.2)
c0 Nugget value
c1 Partial sill
C Covariance matrix
d Distance
D Covariance matrix
DA Amplitude dispersion
E East (component)
e Vector of errors or error term / Partial pressure (in Sect. 5.1 and 6.3)
f Function / Flattening (in Sect. 4.3)
F Signal frequency of GNSS
FDC Doppler Centroid frequency
F Fisher distribution
g, g̃ Measured or calculated gravity value
G Gravitational constant
G0 Constant gravity value
h Measured height difference
H Height
HN Normal height
HNO Normal-orthometric height
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i Index of time or index of interferograms
I Identity matrix
j Index of benchmark, point, pixel / Imaginery unit (in Sect. 3.3 and Eq. (6.16))
k Index of benchmark, point, pixel
k1, k2, k3 Refractivity coefficients
K∆φ Coefficient relating tropospheric phase to topography
l Index of height differences between benchmarks
lovs Oversampling factor
La Antenna length
L1, L2 GPS carrier frequencies
L3 Ionosphere-free linear combination
m Ratio between centrifugal acceleration and normal gravity at the equator
MF Mapping Function
ML Local magnitude
MW Moment magnitude
n Number of benchmarks, points, pixels, interferograms, observations, parameters
N North (component) / Ambiguity (in Chap. 3) / Normal equation matrix (in Chap. 4)
N Normal distribution
o(t) Offset at a certain time t
p Elements of the weight matrix P / Pressure (in Sect. 5.1 and 6.3)
p(t) Periodic function
P Weight matrix
P0, P1 SAR backscattering locations
q Elements of a covariance matrix Q / Grid order (in Sect. 5.3.3)
Q Covariance matrix / Constant of proportionality (in Sect. 6.3)
r Redundancy / Range (in Sect. 7.3.2)
r′, r′′ Modified range
rback, r f or Backward reading, forward reading
R Receiver / Range measurement (in Sect. 3.3)
~R Position vector
Rd, Rw Specific gas constants (dry, wet)
s Unknown variance component
S Satellite
Sasc, Sdesc Projection vector for LOS displacements
S f ilt Length (wavelength) of spatial filter
t Time
t0 Reference time
T Period or temporal baseline / Temperature (in Sect. 5.1 and 6.3)
Tf ilt Length (time span) of temporal filter
TS Test value of a significance test
u Number of unknowns
U Up (component)
v, V Velocity
~v Velocity vector
w Weight or weight vector
W Weight matrix
x Vector of unknowns or unknown parameter
X, Y, Z Cartesian coordinates
y Vector of observations or observed parameter
z Zenith angle
zq Quantile of the normal distribution
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List of greek symbols

α Heading / Significance level (in Sect. 3.1.3 and 7.4.1) / Slope angle (in Sect. 4.2.2)
β Parameter of spatial decorrelation model
δ Clock error
δA Azimuth resolution
δg Gravity reduction
δH Residual height error
∆ Tropospheric path delay
∆g Bouguer anomaly
∆t Time difference
∆φ Phase difference
∆r Pixel size in range direction
∆R LOS displacement
ε Residual errors or noise
γ Coherence / Semivariance (in Sect. 7.3)
γa, γb Parameters of decorrelation models
γ̂EC Ensemble coherence
γ0, γH Normal gravity value, normal gravity value at height H
γ̄ Mean normal gravity along the ellipsoidal normal
Γ Gamma function
κ Decay coefficient
λ Wavelength / Lagrange multiplier (in Sect. 7.3.1)
λP Longitude of an Euler pole
µ Mean value
ν Degree of freedom
ν′ Frequency decay
ω Angular rate of rotation
~ω Rotation vector
ϕ Geodetic latitude
ϕP Latitude of an Euler pole
φ Phase, particularly phase measurement of InSAR
Π Constant of proportionality
ψ GNSS phase observation
ρ GNSS pseudorange
ρSTC Spatio-temporal consistency
ρw Density of water
σ Standard deviation
σ2, σ2

0 Variance, Variance of unit weight
τ Parameter of temporal decorrelation model
θ Incidence angle

List of operators

|x| Absolute value of x
x̂ Estimate of x from least-squares adjustment
x∗ Complex conjugate of x
exp(x) Exponential function of x
∑n

j=0 xj Summation of values x0 . . . xn

min∀j xj Minimum value of all xj
d f
dx , ∂ f

∂x Derivative of f w.r.t. x, partial derivative of f w.r.t. x
E{x} Expectation value of x
W{x} Wrapped value of x
tr(X) Trace of matrix X
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