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Abstract

*Land use* describes the socio-economic function of an area of the earth surface (e.g. *settlement, agricultural, water bodies* etc.). Normally, a land use object consists of many different *land cover* elements. Land cover is related to the physical material of the earth surface, e.g. *building, asphalt, grass, tree*. Commonly, the information of land use is collected and represented in the form of polygons in geospatial databases, often acquired and maintained by national mapping agencies. For applications such as urban management and planning, up-to-date land use information is of high importance. However, the rapid development, e.g. of cities, makes the geospatial databases outdated quickly. Therefore, there is a demand for the automatic verification of geospatial databases. This can be achieved by comparing the database content to current remote sensing data to check whether the information contained in the database is still correct. Errors thus identified can then be corrected. This thesis deals with the automation of the database verification process. Due to the fact that the object catalogue of geospatial databases is frequently constructed in a hierarchical manner, this thesis tries to predict land use in multiple semantic levels *hierarchically and simultaneously*.

To achieve that goal, a hierarchical deep learning framework is proposed which applies a two-step strategy. First, given high-resolution aerial images, the land cover information is determined. To achieve this, an encoder-decoder based convolutional neural network (CNN) is proposed. Second, the pixel-wise land cover information and the aerial images serve as input for another CNN to classify land use. To guarantee consistency of the classification results with the class hierarchy, two strategies are proposed. The first one is called *joint optimization* (JO). Using this strategy, predictions are made by selecting the hierarchical tuple over all levels which has the maximum joint class score, providing consistent results across the different levels. The second strategy is to use the predictions at the finest level to control the predictions at the coarser ones, which is called *fine-to-coarse* (F2C).

To evaluate the performance and to investigate the strengths and limitations of the proposed methods, extensive experiments are conducted using five datasets: Hameln, Schleswig, Mecklenburg-Vorpommern (MV), Vaihingen and Potsdam. In terms of land cover classification, the proposed CNN achieves overall accuracies between 85% and 90% when dealing with class structures of 6 to 10 land cover classes. Using the Vaihingen and Potsdam datasets, the proposed CNN achieves results on par with state-of-art methods, but only requires 1% of unknown parameters compared to these methods. In terms of hierarchical land use classification, both the JO and F2C strategies achieve very good results. At the coarsest level, in which only four classes are differentiated, the overall accuracy can reach about 95%. As the semantic level increases, i.e. with an increasing number of classes to be discerned, the categories are more and more difficult to be correctly differentiated. In terms of overall accuracy, a drop of 10% - 15% between level I and level II (14 classes), and of about 5% between level II and level III (21 classes) is observed. Furthermore, it is found that object size has an impact on the classification. For large objects, the classification accuracy is higher than the one for small polygons.

**Keywords:** land cover classification, land use classification, CNN, geospatial database, joint optimization
Kurzfassung


Um die Leistungsfähigkeit zu bewerten und die Stärken und Grenzen der vorgeschlagenen Methoden zu untersuchen, werden umfangreiche Experimente mit fünf Datensätzen durchgeführt: Hameln, Schleswig, Mecklenburg-Vorpommern (MV), Vaihingen und Potsdam. In Bezug auf die Landbedeckungsklassifikation erreicht das vorgeschlagene CNN Gesamtgenauigkeiten zwischen 85% und 90%, wenn 6 bis 10 Landbedeckungsklassen unterschieden werden. Mit den Datensätzen von Vaihingen und Potsdam erreicht das vorgeschlagene CNN Ergebnisse, die mit den modernsten Methoden vergleichbar sind, es erfordert jedoch nur ca. 1% der unbekannten Parameter dieser Methoden. Hinsichtlich der hierarchischen Landnutzungsklassifikation erzielen sowohl die JO als auch die F2C Strategie sehr gute Ergebnisse. Auf der grössten Stufe, in der nur vier Klassen unterschieden werden, beträgt die Gesamtgenauigkeit etwa 95%. Mit zunehmender semantischer Auflösung, d. h. mit zunehmender Anzahl der zu unterscheidenden Klassen, sind die Kategorien schwerer zu unterscheiden. In Bezug auf die Gesamtgenauigkeit wurde ein Rückgang von 10 - 15% zwischen Level I und Level II (14 Klassen) und von etwa 5% zwischen Level II und Level III (21 Klassen) beobachtet. Weiterhin zeigt
sich, dass die Objektgröße Auswirkungen auf die Klassifizierung hat. Große Objekte lassen sich leichter richtig klassifizieren als kleine Polygone.

**Schlagworte:** Landbedeckungsklassifikation, Landnutzungsklassifikation, CNN, Geodatenbank, gemeinsame Optimierung
### Nomenclature

#### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>One Dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two Dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three Dimensional</td>
</tr>
<tr>
<td>ALKIS</td>
<td>Amtliches Liegenschaftskatasterinformationssystem</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>BLR</td>
<td>Base Learning Rate</td>
</tr>
<tr>
<td>BG</td>
<td>Background</td>
</tr>
<tr>
<td>BN</td>
<td>Batch Normalization</td>
</tr>
<tr>
<td>C2F</td>
<td>Coarse-to-Fine</td>
</tr>
<tr>
<td>CB</td>
<td>Convolution Block</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neural Network</td>
</tr>
<tr>
<td>CIR</td>
<td>Color Infra-Red</td>
</tr>
<tr>
<td>CRF</td>
<td>Conditional Random Fields</td>
</tr>
<tr>
<td>DTM</td>
<td>Digital Terrain Model</td>
</tr>
<tr>
<td>DSM</td>
<td>Digital Surface Model</td>
</tr>
<tr>
<td>DOP</td>
<td>Digital Orthophoto</td>
</tr>
<tr>
<td>F2C</td>
<td>Fine-to-Coarse</td>
</tr>
<tr>
<td>FC</td>
<td>Fully-connected</td>
</tr>
<tr>
<td>GAP</td>
<td>Global Average Pooling</td>
</tr>
<tr>
<td>GIS</td>
<td>Geo-Information System</td>
</tr>
<tr>
<td>GLCM</td>
<td>Grey Level Co-Occurrence Matrix</td>
</tr>
<tr>
<td>GSD</td>
<td>Ground Sampling Distance</td>
</tr>
<tr>
<td>HED</td>
<td>Holistically-Nested Edge Detection</td>
</tr>
<tr>
<td>HEX</td>
<td>Hierarchy and Exclusion</td>
</tr>
<tr>
<td>HOG</td>
<td>Histogram of Oriented Gradients</td>
</tr>
<tr>
<td>ILSVRC</td>
<td>ImageNet Large Scale Visual Recognition Challenge</td>
</tr>
<tr>
<td>IoU</td>
<td>Intersection over Union</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>ISPRS</td>
<td>International Society of Photogrammetry and Remote Sensing</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>JO</td>
<td>Joint Optimization</td>
</tr>
<tr>
<td>LaiV-MV</td>
<td>Landesamt für innere Verwaltung Mecklenburg-Vorpommern</td>
</tr>
<tr>
<td>LC</td>
<td>Land Cover Classification</td>
</tr>
<tr>
<td>LI, LII, LIII</td>
<td>Semantic Level I, II, III</td>
</tr>
<tr>
<td>LGLN</td>
<td>Landesamt für Geoinformation und Landesvermessung Niedersachsen</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long Short Term Memory</td>
</tr>
<tr>
<td>LU</td>
<td>Land Use Classification</td>
</tr>
<tr>
<td>LVermeGeo SH</td>
<td>Landesamt für Vermessung und Geoinformation Schleswig Holstein</td>
</tr>
<tr>
<td>nDSM</td>
<td>normalised Digital Surface Model</td>
</tr>
<tr>
<td>MBS</td>
<td>Mini Batch Size</td>
</tr>
<tr>
<td>MLP</td>
<td>Multi Layer Perceptron</td>
</tr>
<tr>
<td>MS</td>
<td>Multi-scale</td>
</tr>
<tr>
<td>MT</td>
<td>Multi Task</td>
</tr>
<tr>
<td>MV</td>
<td>Mecklenburg-Vorpommern</td>
</tr>
<tr>
<td>NIR</td>
<td>Near Infrared</td>
</tr>
<tr>
<td>ReLU</td>
<td>Rectified Linear Unit</td>
</tr>
<tr>
<td>RID</td>
<td>Image consisting of bands Red, Infrared, nDSM</td>
</tr>
<tr>
<td>RGB</td>
<td>Red-Green-Blue</td>
</tr>
<tr>
<td>RF</td>
<td>Random Forest</td>
</tr>
<tr>
<td>RNN</td>
<td>Recurrent Neural Network</td>
</tr>
<tr>
<td>ROI</td>
<td>Region Of Interest</td>
</tr>
<tr>
<td>SGD</td>
<td>Stochastic mini-batch gradient descent</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>UCM</td>
<td>UC Merced Land Use Dataset</td>
</tr>
</tbody>
</table>
List of Symbols

General

c, d, i, j, k, l, m, n, r, τ  indexes
A  area of a patch of 256 x 256 pixels and is GSD-dependent
X, Ω  mini batch of images, and mini batch size
X  2D image
w, b, θ  weights, bias and all unknown parameters
F, F′  convolution kernel
Y, Y′  feature maps
f  nonlinear mapping
y, z  output layer of a neural network, output of a linear mapping
h  hidden layer
x, x_n  feature vector
s, q  size of convolution kernel, number of kernels
N_T  number of training samples
t_{i}^{k}  the reference of the i-th sample of the k-th class
C, K  set of classes, number of classes
L, L̃  loss
P(C^k|x_n)  the class probability of the n^{th} sample of the k^{th} class
H, W  height and width of a 2D image
η, λ, δ  learning rate, weight decay factor and learning decay factor
N_iter  the number of iteration in an epoch
C, O  number of input channel and output channel
S  stride for convolution or max-pooling
E_{decay}, E_{total}  decay epoch of learning rate and total training epoch
μ_Ω, σ_Ω^2  mean and deviation of values of a neuron in a mini batch Ω
Land Cover Classification

- $M_{LC}$: number of land cover classes to be discerned
- $\mathbb{C}_{LC}$: land cover class set
- $C_{LC}^1, \ldots, C_{LC}^{M_{LC}}$: elements of $\mathbb{C}_{LC}$
- $z_{LC}^i$: raw land cover class scores for $i$-th sample before normalization
- $z_{LC}^{i1}, \ldots, z_{LC}^{iM_{LC}}$: elements of $z_{LC}^i$
- $P_i(C_{LC}^c|X)$: class probability of $i$-th sample belonging to class $C_{LC}^c$
- $f_{idx}^j, v_{idx}^j, g^d$: feature maps
- $\omega_{j, idx}, b_{j, idx}$: parameters of a convolution kernel and bias
- $L_{LC}$: extended focal loss in land cover classification
- $\gamma$: hyper-parameter in the loss function $L_{LC}$

Land Use Classification

- $N_{input}, N_{shape}, N_{DOP}, N_{3D}, N_{LC}$: number of bands
- $N_{min}$: threshold for determining random sampling during tiling approach
- $\alpha$: scale factor for scaling polygon
- $\mathbb{C}_{LU}$: one-level land use class set
- $C_{LU}^1, \ldots, C_{LU}^M$: elements of $\mathbb{C}_{LU}$
- $z_{LU}$: raw one-level land use class scores before normalization
- $z_{LU}^{i1}, \ldots, z_{LU}^{iM}$: elements of $z_{LU}$
- $P(C_{LU}^c|X)$: class probability of class $C_{LU}^c$
- $L_{LU}$: extended focal loss in one-level land use classification
- $\epsilon$: hyper-parameter in the loss function $L_{LU}$
- $B$: number of semantic levels
- $M_l$: number of land use classes at semantic level $l$
- $C_{LU, c}^l$: land use class set at semantic level $l$
\( C_{LU,1},...,C_{LU,M_l} \)\] elements of \( C_{LU,c} \)

\( z_{LU}^l \) raw land use class scores at semantic level \( l \)

\( z_{LU,1}^l,...,z_{LU,M_l}^l \) elements of \( z_{LU}^l \)

\( z_{LU}^{mid,l},z_{LU}^{out,l} \) immediate and final raw land use class scores at semantic level \( l \)

\( P(C_{LU,c}^l|X) \) class probability of class \( C_{LU,c}^l \) at level \( l \)

\( \theta,\rho \) learnable parameters for exchanging information between semantic levels

\( M_B \) number of valid tuples

\( T_i \) the \( i \)-th tuple

\( p_{joint}^{i,k}(T_i,X_k) \) joint class scores of the \( i \)-th tuple \( T_i \)

\( L_{LU}^{JO} \) loss for optimizing the JO approach

\( L_{LU}^{JO,p1},L_{LU}^{JO,p2} \) two parts of \( L_{LU}^{JO} \)

**Evaluation**

\( M \) number of classes to be discerned

\( \mathbb{C} \) class set

\( C^1,...,C^M \) elements of \( \mathbb{C} \)

\( c_{ij} \) element of confusion matrix

\( OA \) overall accuracy

\( Precision_m,Recall_m,F1_m \) precision, recall and F1 score of class \( m \)

\( mF1 \) mean F1 scores over all classes

\( \rho_{im} \) degree of class imbalance
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1. Introduction

1.1. Motivation

*Land use* describes the socio-economic function of an area of the earth surface (e.g. *settlement, agricultural, water bodies* etc.). Normally, a land use object consists of many different *land cover* elements. Land cover is related to the physical material of the earth surface. There are man-made land cover types, e.g. building, asphalt and natural ones, e.g. grass, tree. Commonly, the information of land use is collected and represented in the form of polygons in geospatial databases, often acquired and maintained by national mapping agencies (NMAs). For applications such as urban management and planning, up-to-date land use information is of high importance. However, the rapid development, e.g. of cities, makes the geospatial databases outdated quickly. Therefore, updating the geospatial databases is an important task.

The first step of this process is the verification of the geospatial databases. It can be achieved by comparing the database content to current remote sensing data to check whether the information contained in the database is still correct. Errors thus identified can then be corrected. This thesis deals with the automation of the database verification process.

To obtain a more efficient update process which guarantees the up-to-dateness of the databases, the NMAs strive for the implementation of an automatic verification process, for which up-to-date high resolution aerial or satellite images, along with derived products such as digital Orthophotos (DOP), digital surface models (DSM) and digital terrain models (DTM) are used. An automatic verification process can be realized based on an automatic classification of land use by using sensor data and comparing the results to the database contents, e.g. (Helmholz et al., 2014). For the purpose of obtaining highly reliable verification results, the quality of the classification of land use is of crucial importance. For practical relevance, many requirements must be fulfilled. First, the classification should provide a fine class structure which shall be identical to the class structure of the databases to be verified. Second, the developed classification method should be directly transferable to other areas so that it can be applied to new areas immediately once a classifier is trained. This means that the application of the method is not limited to a specific area or a specific characteristic (e.g. urban or rural). Last, the classification method should deliver accurate and reliable results. If these requirements are fulfilled, the classification results can be considered to be reliable and applicable for an efficient verification of geospatial databases.

Commonly, the workflow of an automatic verification process consists of three steps: collecting data of a test area, classifying that test area and comparing results to the corresponding database contents. This thesis mainly focuses on the classification step.

Regarding to the classification methods, supervised methods are increasingly applied, because they are more easily transferable to other scenes than model-based techniques. The classifier is trained on training data in a supervised way. The standard workflow starts with extracting features for image primitives which are the classification units for a specific task (e.g. image pixels for pixel-level classification); afterwards, these features along with the reference class labels of the image primitives
are given to a classifier to determine its parameters in a supervised way. Finally, the class labels for new image primitives which were not seen during training are predicted by the classifier. Considering land use classification, existing methods differ by the primitives to be classified, the data sources, the features and the classifiers. Based on the fact that a land use object could contain many land cover elements, many approaches rely on a strategy consisting of two steps (Hermosilla et al., 2012): after determining land cover in the first stage, the results are used to support the land use classification in the second stage. In the context of classification, features defined by a user are referred to as \textit{hand-crafted features}. Possible classifiers that could be trained on the basis of such features are Random Forests (RF; e.g. Albert et al., 2014) or contextual model like Conditional Random Fields (CRF; e.g. Albert et al., 2017).

Since the success of AlexNet (Krizhevsky et al., 2012), convolutional neural networks (CNN) have been shown to outperform such classifiers by a large margin, replacing \textit{hand-crafted features} by a representation learned from training data. CNN consist of building blocks that commonly combine a convolution layer, a non-linearity layer and a pooling layer reducing the spatial resolution of the signal; in the end, a softmax function is applied to obtain probabilistic class scores for classification. Convolution via a filter kernel captures context information; applying a non-linearity (e.g. rectified linear unit, ReLU; Nair and Hinton, 2010) results in a better representation, and pooling is a commonly applied operation to make the learned representation translation-invariant and to increase the size of the receptive field of the captured context. These facts lead to \textit{learned features}, which are more discriminative than hand-crafted features. For instance, AlexNet achieved a top-5 error of 15.3% in the ImageNet Large Scale Visual Recognition Challenge 2012 (ILSVRC 2012), about 10.8% lower than the best methods not based on CNN at that time. Later, networks with more than 100 convolution layers were proposed by (He et al., 2016), bringing the top-5 error down to 3.6%.

Although many supervised methods relying on hand-crafted features have been proposed for land use classification, they suffer from a relatively low accuracy. For instance, the CRF-based method proposed by Albert et al. (2017) achieves about 78% overall accuracy for classifying ten land use types. Due to the powerful classification ability of CNN in vision tasks, it is very interesting to know how it can be used for land use classification to improve the classification performance, and whether more accurate and reliable results can be obtained for the verification of geospatial databases. That question motivates this thesis, which has the goal to develop methods for land use classification based on CNN.

As mentioned earlier, land use objects may contain different land cover elements. For instance, \textit{settlement} is mainly made up of \textit{building, asphalt, grass}; on the other hand, it is not common to have a \textit{forest} area with many man-made objects. Therefore, the land cover information will play an important role for classifying land use objects and thus, a two-step strategy for land use classification is also employed in this work: first, a CNN is used for land cover classification to obtain pixel-level land cover information; second, this information along with the image data (and their derived data such as a DSM) serve as input for the subsequent land use classification.

Another problem of most existing approaches for land use classification is that they solely differentiate a small number of classes, without considering the fact that the object catalogues of land use databases may be much more detailed. For instance, in the land use layer of German Authoritative Real Estate Cadastre Information System (ALKIS; AdV, 2008), about 190 categories are differentiated. Clearly, the catalogue contains object types that cannot be expected to be differentiated based on remote sensing data. However, the usefulness of an automatic verification process grows with an increasing
number of classes. It is an important fact that many topographic databases contain land use information at different semantic levels of abstraction. At the coarsest level, only a few broad classes such as *settlement, traffic* or *vegetation* are differentiated. These classes are hierarchically refined, and the full number of different categories is only differentiated at the finest level of the class structure. From the point of view of the application, this hierarchical classification is more practicable for the automatic verification process, so that different levels of the details can be obtained. This fact motivates this thesis, which has the goal to develop methods to classify land use objects to classes at multiple semantic levels, while at the same time keeping the consistency of these classes with the hierarchy of the object catalogue. Performing land use classification in a hierarchical fashion allows to investigate which level of detail of the class structure by the classification can be achieved by the classification.

### 1.2. Goal and Contributions

The general goal of this work is to develop methods based on CNN for land use classification by using the up-to-date remote sensing data. Aerial images and derived products such as DSM and DTM serve as input for the developed methods. As the land use objects consist of many different land cover elements, the land cover information is classified first to support the land use classification. Therefore, two goals are desired: first, a pixel-wise classification of land cover based on CNN with high quality, and second, the prediction of land use for objects stored in a geospatial database.

In the context of land cover classification, multi-spectral orthophotos and height models are available. To fuse them in one model, a CNN structure similarly to (Audebert et al., 2018) is adopted. In addition, there are two problems to be tackled. First, the class distribution of training data is not balanced. Thus, strategies for addressing this problem in the training process are required. Second, it is known that the pooling operations lead to a loss of spatial information, possibly resulting in a poor geometrical quality of object boundaries (Sherrah, 2016). Therefore, this problem is also addressed in this work. With respect to these two problems, the first contribution of this work is the development of a new CNN-based method for the pixel-wise land cover classification. In this regard there are two main innovations:

1) An extension of the focal loss for binary classification (Lin et al., 2017) to multiclass classification is presented to address the problem of imbalanced class distribution in training data. Many authors use constant class weights to mitigate that problem in a multiclass classification problem, but very few apply adaptive class weights.

2) A new learnable skip-connections is proposed to fuse the low-level features in early layers of the CNN with the high-level features in the corresponding late layers to compensate for the loss of spatial information caused by pooling operations. Compared to the pure elementwise addition of feature maps, the method is able to learn to combine features. To the best knowledge of the author, this is the first work to learn skip-connections.
In the context of land use classification, the most important question is how to use a CNN to classify the land use objects which vary largely in terms of their geometric extent. For instance, a road object is thin and long, whereas settlement objects may cover very large or quite small areas. However, CNN require regular-sized input. Thus, the first problem to be tackled is how to convert these objects to input patches of a regular size. Subsequently, a newly proposed CNN is used to classify those patches, and the results are again combined to obtain the predictions for land use objects. In this thesis, the hierarchical classification of land use objects is of the highest interest, in particular requiring the results of the classification to be consistent with the hierarchical class structure. In the context of land use classification, there are four main innovations:

1) A workflow of classifying land use objects by CNN is proposed. Regarding to the classification methods, a new CNN is proposed. This CNN is not only limited to the prediction of one land use label, but is also extended for hierarchical land use classification. To the best knowledge of the author, this is the first work to use CNN to hierarchically classify land use objects.

2) To incorporate the hierarchical class structure into the training of the proposed CNN, a novel loss function is proposed to optimize the joint class scores over all multiple semantic levels. In this loss function, penalty terms similar in focal loss are introduced to mitigate the problem of imbalanced class distribution. To the knowledge of the author, this is the first work to consider the class hierarchy in loss functions in a CNN-based method.

3) Two strategies are proposed to obtain predictions guaranteeing consistency with the class hierarchy of the object catalogue. One is to use the predictions at the finest semantic level of the CNN to control the predictions at coarser level by applying a so-called fine-to-coarse (F2C) post-processing strategy; the other one is to select the tuple having the maximum joint class score of class labels. Neither of these strategies has been exploited by other works so far.

4) The polygons are represented by binary masks describing their shapes. Relying on these masks, two approaches are proposed to convert the polygons to regular-sized patches. In the tiling approach, large polygons are split into patches of identical size (256 x 256 pixels in this thesis), whereas small polygons will correspond to exactly one patch. It has to be noted that in this approach the resolution of the image data is kept unchanged. Using the scaling approach, all polygons are scaled to the predefined window size (256 x 256 pixels). For small polygons, multiple scaling factors are used, so that these polygons will be presented to CNN with different context windows. To the best knowledge of the author, this is the first work to convert irregular shaped polygons to regular patches in this way.

The proposed methods for land cover and land use classification will be investigated by extensive experiments using real cartographic datasets. All experiments shall highlight the advantages of the developed methods on the one hand, and on the other hand, show their limitations.
1.3. Structure of this Thesis

This thesis is organized as follows: in Section 2, the theoretical background about neural networks and CNN is introduced, covering the essential building blocks and the training procedure. In Section 3, related work is introduced. Section 4 presents the developed methods for land cover and land use classification. Section 5 describes the datasets and the experimental setups, while the corresponding experiments are presented in Section 6. Finally, Section 7 presents conclusions and an outlook on future work.
2. Fundamentals

In this chapter, the methods on which this thesis mainly relies are introduced. In Section 2.1, the general introduction of classification at image level and at pixel level is presented. Subsequently, the basics of artificial neural networks (ANN) are described in Section 2.2, and in Section 2.3 the fundamentals of CNN are presented.

2.1. Classification

Given an input image, the goal of classification is to predict a discrete class label for the entire image or for each pixel. Classification at image level is referred to as image classification, whereas the one at pixel level is referred to as semantic segmentation in the computer vision literatures. The input unit is referred to as primitive, which can be an image or a pixel, depending on the application. In a classification task, each primitive is represented by a feature vector \( x \). The feature vector can be derived from the observed sensor data of the corresponding primitive or in a local neighbourhood. For instance, a feature vector can describe the spectral signature, texture and structure of the objects in the image.

In a classification task, feature vectors are required to be determined for all primitives prior to classification. In the context of neural networks, the definition of feature vectors can be learned from input data.

For \( N \) input primitives, the membership of a primitive \( n \in \{1, \ldots, N\} \) to one of the \( K \) classes is described by its label \( \tilde{C}_n \in \mathbb{C} = \{C^1, \ldots, C^K\} \), in which \( \mathbb{C} \) is the discrete set of all classes and \( C^k \) with \( k \in \{1, \ldots, K\} \) is a particular class. In classification, the feature vector of the \( n^{th} \) primitive, \( x_n \), is assigned a class label \( \tilde{C}_n \) (Bishop, 2006). In probabilistic methods, probabilities are used for predicting the class labels. The maximum a posterior (MAP) criterion is used to select the class label for which the probability \( P(\tilde{C}_n = C^k | x_n) \) becomes a maximum:

\[
\tilde{C}_n = \arg\max_k (P(\tilde{C}_n = C^k | x_n))
\]  

(2.1)

To determine the parameters which are used for the prediction of the class labels, the classifier is trained with the help of the training data. The training data consists of \( N_T \) primitives, which are also called training samples, and the corresponding training labels for each primitive \( \tilde{C}_n \in \mathbb{C} \) with \( n \in N_T \). It has to be noted that the training data shall be representative, which means that its distribution shall be identical as the data to be classified, because the training is based on the training data to learn the dependencies between the observed data and the labels.
2.2. Artificial Neural Network

An artificial neural network (ANN) is based on a collection of connected units or nodes, which are also called neurons. Each connection can transmit a signal to other neurons. A neuron receives a signal then processes it and can emit a signal to neurons connected to it. The simplest ANN is a perceptron, which can be used for binary classification. It consists of one neuron only. The input corresponds to the feature vector of a primitive. A more complex structure for classification is offered by multilayer perceptrons (MLP), which consist of an input layer, an output layer and at least one hidden layer. In this section, the perceptron and MLP are introduced in Sections 2.2.1 and 2.2.2, respectively. Section 2.2.3 describes the training procedure.

2.2.1. Perceptron

A perceptron consists of one neuron only (cf. Fig. 2.1). Given an input feature vector $\mathbf{x}$, the neuron determines a linear combination according to eq. 2.2:

$$z = \mathbf{w} \cdot \mathbf{x} + b$$  \hspace{1cm} (2.2)

where $\mathbf{w}$ is a vector of weights, $\mathbf{w} \cdot \mathbf{x}$ is a dot product of both vectors and $b$ is a bias term. The values of $\mathbf{w}$ and $b$ are learned from the training data. The output $z$ forms the input of a nonlinear function $f$ to obtain the final output $y$ (eq. 2.3). This nonlinear mapping is also called activation function.

$$y = f(z)$$  \hspace{1cm} (2.3)

One commonly used nonlinear function is the step function, which returns $y = 1$ if $z > 0$, and $y = 0$ otherwise. However, the gradient of this function is 0 except for $z = 0$ when it is undefined, which makes training by gradient descent impossible. An alternative is the sigmoid function, defined in eq. 2.4:

$$f(z) = \text{sigmoid}(z) = \frac{1}{1 + \exp^{-z}}$$  \hspace{1cm} (2.4)

which can be differentiated everywhere. For a set of two classes $\mathbb{C} = \{C^1, C^2\}$, the output of eq. 2.4 can be interpreted as the posterior probability $\mathbf{x}$ belonging to class $C^1$, denoted as $P(C^1|\mathbf{x})$. The probability for class $C^2$ is $P(C^2|\mathbf{x}) = 1 - P(C^1|\mathbf{x})$. Thus, the perceptron can be used for binary classification. However, one problem of the perceptron is that it requires the input feature vectors of the two classes to be linearly separable. To tackle that problem, MLP can be a solution.
2.2.2. Multilayer Perceptrons

A hidden MLP consists of at least three layers of nodes: an input layer, a hidden layer and an output layer. Each layer consists of neurons in which the operations presented in Section 2.2.1 are performed. In recent developments of deep learning, the rectifier linear unit (ReLU) is more frequently used as activation function instead of the one in eq. 2.4:

\[
f(z) = ReLU(z) = \max(0, z)
\]  

(2.5)

The advantage of this function is its constant gradient for \( z > 0 \), whereas in sigmoid the magnitude of gradient will be very close to 0 for very large \( z \), which will slow down the training process. MLP can not only be used for binary classification, but also for multiclass classification. An example of a MLP consisting of three layers for a three-class classification is shown in Fig. 2.2.

Figure 2.1: An example of a perceptron for binary classification. The input feature vector \( x \) has a length of 3. \( x^0 = 1 \) corresponds to the bias term.

Figure 2.2: An example of MLP with three layers for a three-class classification. For reasons of simplicity, the nonlinear function is not shown. In the input and hidden layers, the uppermost neuron has a value of 1, corresponding to the bias term.
In Fig. 2.2, the outputs of the neurons in the hidden layer are obtained by a linear combination of the input and a subsequent nonlinear activation:

\[ h = f(W^h \cdot x + b^h) \]  \hspace{1cm} (2.6)

where \( h \) represents the neurons in the hidden layer, \( W^h \) is a weight matrix and \( b^h \) is a vector of biases. It has to be noted that each neuron in a hidden layer is connected to all neurons in the previous layer. Such layer is also called a fully-connected (FC) layer. In the output layer, a linear combination of the neurons of the previous hidden layer is determined:

\[ y = W^o \cdot h + b^o \]  \hspace{1cm} (2.7)

where \( W^o \) is a weight matrix and \( b^o \) is a vector of biases. To obtain normalized probabilistic scores, the softmax function is commonly applied:

\[ P(C^k | x) = \text{softmax}(y, C^k) = \frac{\exp(y^k)}{\sum_{j=1}^{K} \exp(y^j)} \]  \hspace{1cm} (2.8)

where \( y^k \) is the \( k \)th element of \( y \), corresponding to class \( C^k \in \mathbb{C} = \{C^1, ..., C^K\} \). These probabilistic scores are the argument of the loss function which is used for training the MLP, which will be described in Section 2.2.3.

### 2.2.3. Training

To determine the parameters of an MLP, a loss function is minimized. In this section, the most frequently used loss function and optimization method are described.

#### 2.2.3.1. Loss Function

For reasons of simplicity, let \( \theta \) denote all trainable parameters in a network. For a classification problem with \( K \) classes with \( \mathbb{C} = \{C^1, ..., C^K\} \), the most frequently used loss function is the cross entropy function, which is defined in eq. 2.9:

\[ L(\theta) = -\frac{1}{N_F} \cdot \sum_{i=1}^{N_F} \sum_{k=1}^{K} t_i^k \cdot \log(P(C^k | x_i)) \]  \hspace{1cm} (2.9)
In eq. 2.9, \( N_T \) is the total number of training samples and \( \mathbf{x}_i \) is the feature vector of the \( i^{th} \) sample. \( t_i^k \) is 1 if the \( i^{th} \) sample belongs to class \( C^k \), otherwise it is 0. \( P(C^k | x_i) \) is the probabilistic score for \( x_i \) belonging to class \( C^k \), which is determined by eq. 2.8. Commonly, neural networks have a very large number of parameters, which can lead to overfitting to the training data. One option to avoid overfitting is to add a regularization term to the loss function. A simple regularizer is weight decay, giving a regularized loss of the form (Bishop, 2006):

\[
\widetilde{L}(\boldsymbol{\theta}) = L(\boldsymbol{\theta}) + \frac{\lambda}{2} \mathbf{\theta}^T \mathbf{\theta}
\]  

(2.10)

The coefficient \( \lambda \) is called weight decay factor, which is a hyperparameter required to be set before training. In this thesis, this regularizer is applied to train all network variants.

**2.2.3.2. Gradient Descent Optimization**

The goal of training is to find the parameter vector \( \boldsymbol{\theta} \) such that \( \widetilde{L}(\boldsymbol{\theta}) \) becomes a minimum, which will occur at a point in parameter space where the gradient of the loss vanishes, i.e.:

\[
\nabla \widetilde{L}(\boldsymbol{\theta}) = 0
\]  

(2.11)

However, the loss function typically has a highly nonlinear dependence on the weight and bias parameters, and so there will be many points in the parameter space at which the gradient vanishes. These points are called stationary points. There will typically be multiple inequivalent stationary points and in particular multiple inequivalent minima. A minimum that corresponds to the smallest possible value of the loss for any parameter vector is called a global minimum. Any other minima corresponding to higher values of the loss are called local minima. Nonetheless, in a real application it may not be feasible to find the global minimum.

To find a good solution to the eq. 2.11, iterative numerical procedures are mostly used, for which some initial values \( \boldsymbol{\theta}^{(0)} \) are chosen, usually drawn randomly from a distribution (Glorot et al, 2010), and the parameters are adapted in a succession of update steps of the form:

\[
\boldsymbol{\theta}^{(\tau+1)} = \boldsymbol{\theta}^{(\tau)} + \Delta \boldsymbol{\theta}^{(\tau)}
\]  

(2.12)

where \( \tau \) denotes the iteration step and \( \Delta \boldsymbol{\theta}^{(\tau)} \) denotes the parameter vector update at step \( \tau + 1 \). As one possibility to update the parameter vector, the gradient \( \nabla \widetilde{L}(\boldsymbol{\theta}) \) of the loss \( \widetilde{L}(\boldsymbol{\theta}) \) can be evaluated at the parameter vector \( \boldsymbol{\theta}^{(\tau)} \) and a vector in the direction of the negative gradient is selected, so that:
\[ \theta^{(\tau+1)} = \theta^{(\tau)} - \eta \cdot \nabla L(\hat{\theta}^{(\tau)}) \] (2.13)

where \( \eta > 0 \) is known as the learning rate. Commonly, the value of \( \eta \) shall be small. If too large a value is used, the learning will diverge. After each such update, the gradient is re-evaluated for the new parameter vector and the process is repeated. This iterative procedure moving in the negative direction of gradients is called gradient descent optimization. To obtain the gradient for a specific parameter, a technique called error backpropagation is used. In the forward pass, the loss is computed, and in the backward pass, the gradients of the loss to each neuron and parameter are computed relying on the chain rule of differentiation.

It has to be noted that the loss is defined with respect to a training set, and so each step requires the entire training set to be processed in order to evaluate \( \nabla L(\theta^{(\tau)}) \). If the training set is very large, this will be a very time-consuming procedure. Thus, it is common only to use a randomly chosen subset of the training data (minibatch) in each iteration. This optimization algorithm is called stochastic minibatch gradient descent (SGD). In this context, eq. 2.9 is evaluated for a minibatch of \( \Omega \) training samples in an iteration; the hyperparameter \( \Omega \) is called minibatch size. The most important property of SGD is that computation time per update does not grow with the number of training samples, which allows fast convergence even when the number of training samples becomes very large. In the context of SGD, the term epoch is introduced. An epoch consists of a set of iterations so that in one epoch all training samples are used for training once. The number of iterations \( N_{\text{iter}} \) per epoch is the number of training samples divided by the minibatch size:

\[ N_{\text{iter}} = \left\lfloor \frac{N_T}{\Omega} \right\rfloor \] (2.14)

### 2.2.3.3. Step Learning Policy

Commonly, a large learning rate \( \eta \) is chosen to accelerate the training procedure at the beginning. However, if it is kept large during the whole training procedure, the procedure is likely to diverge. In particular, as the training iteration increases, the learning rate shall adaptively be smaller. In practice, it is necessary to decrease the learning rate over time. Starting from the base learning rate \( \eta = \eta^{(0)} \), which is required to be set a priori, its value is reduced after each \( E_{\text{decay}} \) epochs in a total number of \( E_{\text{total}} \) training epochs by a decay factor \( \delta < 1 \):

\[ \eta^{(\tau+1)} = \begin{cases} \eta^{(\tau)}, & \text{if } (\tau + 1) \ mod \ (E_{\text{decay}} \cdot N_{\text{iter}}) \neq 0 \\ \delta \cdot \eta^{(\tau)}, & \text{otherwise} \end{cases} \] (2.15)
where \textit{mod} represents a modulo operation. In each iteration \( \tau \), \( \eta^{(\tau)} \) is used in eq. 2.13 for updating the parameters. This strategy of adapting learning rate is called \textit{step learning policy} and used for all training processes in this thesis.

2.3. \textbf{Convolution Neural Networks}

In MLP, the neurons of one layer are connected to all neurons in the previous layer and each connection is associated with a weight. These weights correspond to the parameters to be learned. CNN are neural networks that employ a mathematical operation called \textit{convolution}, which is a specialized kind of linear operation. In CNN, the neurons of one layer are connected to a small subset of neurons in the previous layer. CNN commonly consist of building blocks that combine a convolutional layer, a non-linear mapping and a pooling layer (LeCun et al., 1998). In this section, the fundamentals of CNN are described. Section 2.3.1 describes the main components in a CNN. Section 2.3.2 presents an overview of a typical CNN used for image classification, whereas Section 2.3.3 gives a brief overview of CNN used for semantic segmentation. The developments in this thesis rely on these networks. Finally, Section 2.3.4 describes the training procedure for CNN.

2.3.1. \textbf{Components}

The most important components of a CNN are certainly the convolution layers. Beyond that, an operation called \textit{pooling} is frequently used in CNN, and a nonlinear mapping function is also used. Furthermore, FC layers may also be employed; they were already described in Section 2.2. As this thesis deals with images, the introduction of convolution and pooling is based on 2D images with multiple bands.

2.3.1.1. \textbf{Convolution}

Let \( X \) denote a 2D image with dimension \( H \times W \times q \), corresponding to height, width and number of bands, respectively. An example of \( X \) with a dimension of \( 5 \times 5 \times 3 \) is presented in the left part of Fig. 2.3.

Convolution is an operation with two real-valued arguments. One argument is referred to as the \textit{input}, e.g. the image, and the other argument as the \textit{kernel}, which is commonly small (e.g. 3 x 3). In the context of CNN, the output is sometimes referred to as a \textit{feature map}. Given an input image \( X \) and \( O \) kernels \( F_0 \in R^{s \times s \times q} \), where \( s \) is the kernel size. The convolution operation and the output are illustrated in Fig. 2.3:
Figure 2.3: Illustration of convolution with an input $X \in R^{5 \times 5 \times 3}$ and kernel $F_o \in R^{3 \times 3 \times 3}$ with a stride $S = 1$. The red zeros in the input were added for zero padding.

Each band of the input image is convolved with a corresponding kernel having size of $s \times s$. Afterwards, the results of all bands are summed to obtain the final output. In each band, a hyperparameter called stride, denoted as $S$, is used to control the used subset of the input for convolution by controlling the step width in both spatial dimensions. In Fig. 2.3, $S = 1$ is used. Commonly, the size of the output is smaller than the input size. To have an output of the same size as the input, many padding techniques can be used to enlarge the input, of which zero padding is the most frequently used one, as shown in Fig. 2.3. Convolution is formally defined as in eq. 2.16:

$$Y_o(i, j) = (X \ast F_o)(i, j) = \sum_k \sum_m \sum_n X_k(i \cdot S - m, j \cdot S - n) \cdot F_o^k(m, n)$$  \hspace{1cm} (2.16)

where $k$ is the index of input band, $i, j$ are indices of the output $Y$ and $m, n$ are the indices of the kernel $F_o$ in the $k^{th}$ band. In the convolution operation, two important properties need to be emphasized:
• Compared to the input image, the size of the kernel is small. This makes the connectivity between output neurons and input neurons sparse, reducing an amount of unknown parameters compared to full connectivity. Despite the small receptive field of a small filter, it is possible to concatenate multiple convolution operations to enlarge the receptive fields.

• Convolution implies that the unknown parameters (i.e. weights in kernel) are shared. Sharing parameters also reduces the number of unknown parameters. Because of sharing parameters, the requirements of the model in terms of memory are further reduced.

The convolution mentioned so far is referred to as standard convolution in the remainder of this thesis. A variant called depth-wise convolution has been proposed in (Howard et al., 2017), which can reduce the number of unknown parameters further. An illustration of this type of convolution is presented in Fig. 2.4.

Figure 2.4: Illustration of a depth-wise convolution with an input $X \in \mathbb{R}^{5 \times 5 \times 3}$, kernel $F_o \in \mathbb{R}^{3 \times 3 \times 3}$ and kernel $F_o' \in \mathbb{R}^{1 \times 1 \times 3}$ with a stride $S = 1$. The red zeros in the input were added for zero padding.

In depth-wise convolution, the convolutions using kernel $F_o$ for each input band $k$ are performed independently to obtain intermediate results, which again are convolved with kernel $F_o' \in \mathbb{R}^{1 \times 1 \times q}$ to obtain the final output. The procedure is formulized in the following two equations:

\[
Y'_k(i, j) = (X * F_o)(i, j) = \sum_{m} \sum_{n} X_k(i \cdot S - m, j \cdot S - n) \cdot F_o^k(m, n) 
\]  

\[
Y_o(i, j) = (Y' * F_o')(i, j) = \sum_{k} \sum_{m} \sum_{n} Y'_k(i \cdot S - m, j \cdot S - n) \cdot F_o'^k(m, n) 
\]
where $Y'_k$ is the intermediate output for the $k^{th}$ band and the remaining symbols are the same as in eq. 2.16. In the standard convolution, the number of unknown parameters is $q \cdot O \cdot s^2$, whereas in the depth-wise convolution the number is $q \cdot s^2 + q \cdot O$. The ratio between the latter and the former is $\frac{1}{q} + \frac{1}{s^2}$. Due to the fact that $O \gg 1$ in a real application, the ratio is usually much smaller than 1, which indicates that the depth-wise convolution reduces the number of unknown parameters.

2.3.1.2. Pooling

A pooling function downsamples an input feature map. The two most frequently used pooling operations are max-pooling and average-pooling. A max-pooling operation delivers the maximum value within a rectangular neighborhood of the input, whereas an average-pooling operation delivers the average value in that neighborhood. One big advantage of pooling is that it helps to make the feature map invariant to small translations of the input. Invariance to local translations is useful when one is interested in whether some objects are present, rather than the precise location. Another advantage of pooling is that it enlarges the receptive field. Fig. 2.5 presents example for max-pooling and average-pooling. Like in convolution, the hyperparameter stride ($S$) is also used to control the degree of downsampling. Another hyperparameter is $w$ to specify a neighborhood window of $w \cdot w$. In the example, rectangular neighborhood with $w = 2$ and stride with $S = 2$ is used. It has to be noted that $S$ and $w$ can have different values.

![Figure 2.5: Illustration of max-pooling and average-pooling with $w = 2, S = 2$.](image)
2.3.1.3. **Batch Normalization**

Batch normalization (BN) is a method to accelerate the convergence of training (Ioffe et al., 2015), which is adopted in this thesis. It is commonly applied after convolution layers but before the nonlinearity. Its goal is to standardize the value of each neuron by utilizing the mean and standard deviation of all values of the training samples in a minibatch. Given intermediate feature maps $\mathbf{x} \in \mathbb{R}^{\Omega \times H \times W \times C}$ in a minibatch with a size of $\Omega$, each feature value in the last dimension of $C$ are normalized. Let $x_i^c$ with $i \in \Omega \times H \times W$ and $c \in C$ denote a feature value to be normalized, the normalization procedure is carried out as follows:

$$u_c = \frac{1}{\Omega \times H \times W} \cdot \sum_{i=1}^{\Omega \times H \times W} x_i^c$$  \hspace{1cm} (2.19)

$$\sigma_c = \sqrt{\frac{1}{\Omega \times H \times W} \cdot \sum_{i=1}^{\Omega \times H \times W} (x_i^c - u_c)^2}$$  \hspace{1cm} (2.20)

$$\bar{x}_i^c = \frac{x_i^c - u_c}{\sigma_c}$$  \hspace{1cm} (2.21)

The mean $u_c$ and the standard deviation $\sigma_c$ are computed by considering all values in the minibatch and both spatial dimensions. $\bar{x}_i^c$ is the normalized output which will have a mean of 0 and a standard deviation of 1.

During inference, to obtain the normalization output of $x_i^c$, the means and standard deviations based on all training samples need to be used. For $N_T$ training samples, there will be $m$ minibatches of size $\Omega$ with $m \cdot \Omega = N_T$. The final mean $u_{c,T}$ and the standard deviation $\sigma_{c,T}$ using all training samples are computed (Ioffe et al., 2015):

$$u_{c,T} = \frac{1}{m} \cdot \sum_{j=1}^{m} \mu_c^j$$  \hspace{1cm} (2.22)

$$\sigma_{c,T} = \frac{1}{\sqrt{m \cdot \frac{\Omega}{\Omega-1} \cdot \sum_{j=1}^{m} \sigma_{c,j}^2}}$$  \hspace{1cm} (2.23)

where $\mu_c^j$ and $\sigma_{c,j}$ are computed using eqs. 2.19 and 2.20, respectively. At inference time, normalization of $x_i^c$ is obtained by eq. 2.21 using $u_{c,T}$ and $\sigma_{c,T}^2$, computed over all training samples.
2.3.2. CNN for Image Classification

In the context of image classification, i.e. classifying one input image into one of pre-defined categories, a frequently used CNN is VGG-16 (Simonyan and Zisserman, 2015), which is shown in Fig. 2.6.

The input of the CNN is a RGB image having a size of 224 x 224 pixels. VGG-16 consists of five blocks, each consisting of either 2 or 3 convolutions, followed by ReLU activation and max-pooling. For all convolutions, a kernel size of 3 x 3, a stride of 1 and zero padding are used. The number of kernels at each layer is shown underneath the corresponding convolution blocks in Fig. 2.6. For all max-pooling layers, a neighborhood of 2 x 2 and stride of 2 are used.

![Structure of VGG-16](image)

Figure 2.6: Structure of VGG-16. The figure is reproduced based on (Simonyan and Zisserman, 2015).

The first FC layer is connected to all neurons produced by the last max-pooling layer, and two additional FC layers follow. In each FC layer, there are 4096 neurons. Finally, to obtain the class scores, the neurons at the last FC layer are fully connected to an output vector with dimension of 1000 (the number of classes to be discerned in the original work). That output vector is normalized by a softmax function to obtain probabilistic scores (cf. eq. 2.8). To optimize the network, the cross-entropy loss (eq. 2.9) is used. The details of training are presented in Section 2.3.5.

It has to be noted that there is a total of about 53 million trainable parameters in VGG-16, only about 28% of which come from convolutional layers while the rest is related to the FC layers. This huge number of parameters requires a very large dataset for training, otherwise the training procedure might easily overfit. The proposed CNN for land use classification in this thesis is based on VGG-16, but requires only about 1 million trainable parameters.
2.3.3. CNN for Semantic Segmentation

To achieve semantic segmentation, i.e. prediction of class labels at pixel level, the CNN used for image classification can be expanded. One option is to use a fully convolution network (FCN; Long et al., 2015). In this section, FCN and one of its variants called U-Net are presented. The developments for land cover classification presented in this thesis are based on U-Net.

2.3.3.1. Fully Convolution Networks

Published by Long et al. (2015), FCN is the first known end-to-end CNN model applied for semantic segmentation. In FCN, there are no FC layers. The network consists of a series of convolution and pooling layers, acting as an encoder. The output of the encoder is a low-resolution feature map and needs to be upsampled to the resolution of the input image to make predictions at pixel level. For the purpose of upsampling, transposed convolutions or bilinear interpolation can be applied. Fig. 2.7 presents an overview of FCN based on VGG-16.

![Figure 2.7: Structure of FCN using VGG-16 as encoder. The figure is reproduced based on (Long et al., 2015).](image)

Based on the structure of the FCN in Fig. 2.7, Long et al. (2015) proposed a variant which uses skip-connections to connect the feature maps in the lower layers to the one at the final prediction layer, because it is assumed that the lower layers contain rich location information of objects, which is expected to be helpful for the delineation of object boundaries. Training is also based on minimization of the cross entropy loss (eq. 2.9), which, however, has to be determined for every pixel of the label maps. More details are presented in Section 2.3.5.
2.3.3.2. U-Net

A variant of FCN is U-Net (Ronneberger et al., 2015), which was originally designed for biomedical applications. This CNN employs a symmetric encoder-decoder structure: the encoder consists of a successive series of convolution blocks, each block having three convolution layers with ReLU activations and a max-pooling layer for downsampling at the end of that block. After four convolution blocks, the lowest spatial resolution is reached. The resultant feature maps are upsampled in a decoder. Symmetrically to the encoder, the decoder consists of four convolution blocks. In each decoder block, the upsampled feature maps of the previous stage are concatenated with the feature maps of the corresponding encoder block to form the input for the convolution. These connections between encoder and decoder are also called skip-connections. Similarly to FCN, transposed convolution is used for upsampling. At the end of the last convolution block, predictions are made. In the original implementation of U-Net, dense predictions were not made for the entire input image, but only for its central part. Fig. 2.8 presents an overview of the U-Net architecture from (Ronneberger et al., 2015). The sum of the cross entropy loss (eq. 2.9) for each image pixel is again used for training (cf. Section 2.3.5).

![U-Net Architecture](image)

**Figure 2.8:** Overview of the U-Net architecture (Ronneberger et al., 2015). Each blue box corresponds to a multi-channel feature map. The number of channels is shown on top of each box. White boxes represent the feature maps from the encoder.
2.3.4. Training

To train a CNN, the cross entropy loss can be minimized, and the minimization can also be based on SGD and step learning policy (cf. Sections 2.2.3.2 and 2.2.3.3). Let $X$ denote all images in a mini batch with size $\Omega$, and let $H$ and $W$ denote the height and width of each image, respectively. There are $K$ classes from the set $\mathbb{C} = \{C^1, \ldots, C^K\}$ to be discerned. In the case of image classification, the cross entropy loss is:

$$L(\theta) = -\frac{1}{\Omega} \sum_{i=1}^{\Omega} \sum_{k=1}^{K} t_i^k \cdot \log(P(C^k|X_i))$$  \hspace{1cm} (2.24)$$

where $P(C^k|X_i)$ is the softmax output for class $C^k$ of the $i^{th}$ image in the mini batch, which is interpreted as a posterior. The variable $t^k_i$ is 1 if the $i^{th}$ sample belongs to class $C^k$, otherwise it is 0. Weight decay can be used to regularize the unknown parameters. Eq. 2.24 is identical to eq. 2.9 except that the loss is only computed over $\Omega$ samples of a minibatch and the input is an image.

In the case of semantic segmentation, the cross entropy loss is computed for all pixels in a mini batch, resulting in:

$$L(\theta) = -\frac{1}{\Omega H W} \sum_{i=1}^{\Omega} \sum_{j=1}^{H} \sum_{k=1}^{W} t_{i,j}^k \cdot \log(P_j(C^k|X_i))$$  \hspace{1cm} (2.25)$$

where $P_j(C^k|X_i)$ is the softmax output for the $j^{th}$ pixel in the $i^{th}$ image to belong to class $C^k$. The variable $t_{i,j}^k$ is 1 if that pixel belongs to class $C^k$, otherwise it is 0. Similarly to image classification, weight decay can be used to regularize the unknown parameters.

Eqs. 2.24 and 2.25 serve as the basis for the loss functions developed in this thesis.

2.3.5. Data Augmentation

Commonly, CNN has large number of trainable parameters. Thus, a large training set is required to avoid overfitting. However, obtaining large training sets is economically expensive and time-consuming. To tackle this problem, one option is to apply data augmentation (Goodfellow et al., 2016) to generate synthetic training samples. In the context of aerial images, one can flip it horizontally and vertically. Other options are to rotate it by a given angle or to crop random windows or to apply scaling. In addition to geometric augmentation, one can also apply radiometric transformation to generate synthetic data. It has to be noted that in the context of geometric transformation, the reference label map has to be transformed using the same operation in semantic segmentation task. For the transformation of images, bilinear interpolation can be used, whereas for label maps nearest neighbor interpolation is used.
3. Related Work

In this chapter, related work of this thesis is presented. Section 3.1 discusses CNN for image classification and semantic segmentation, focusing on the works in Computer Vision. Subsequently, Section 3.2 focuses on land cover classification relying on CNN, whereas Section 3.3 describes recent work on land use classification. Finally, Section 3.4 summarizes the related work to identify the research problem that should be solved in this thesis.

3.1. CNN in general

3.1.1. Image Classification

LeCun et al. (1989) were the first authors to present a CNN trained using backpropagation. The CNN architecture called LeNet has two convolution layers and two FC layers and was designed for recognizing handwritten digits. However, the requirements w.r.t memory and training data prevented CNN from being widely applied for vision tasks at that time. In 2012, AlexNet (Krizhersky et al., 2012) achieved the lowest classification error in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC 2012; Russakovsky et al., 2015) and outperformed other methods by a large margin, starting a revolution in the field of computer vision. Compared to LeNet, AlexNet increases the network depth (5 convolution layers and 3 FC layers) and implemented several parametrization strategies (e.g. using large convolution kernels) to improve the classification ability of CNN. Simonyan and Zisserman (2015) proposed the VGG network with 19 layers, using smaller kernels of size 3 x 3. Their experiments showed that a series of successive convolution layers with small kernels could produce similar results as larger kernels, but requires fewer trainable parameters. Their findings established a trend for working with small-size kernels in CNN.

GoogLeNet (Szegedy et al., 2015) was developed to achieve high classification accuracy while decreasing the computation burden compared to VGG. For that purpose, the concept of inception blocks is proposed, combining multi-scale convolutions using different kernels (5 x 5, 3 x 3 and 1 x 1) and concatenating the outputs to obtain the resultant feature maps. This reduces the number of trainable parameters to about 5 million, which is about 10% of the one in VGG-16 despite having a larger depth (22 layers). ResNet (He et al., 2016) allows to use even deeper networks by using bypass connections so that in each block, only the residual mapping beyond an identity mapping has to be learned. Several variants of ResNet were developed, varying the number of layers between 18 and 1202 layers (Huang et al., 2016). Although the depth is considerably increased, the number of trainable parameters is relatively low in comparison with other CNNs. For instance, ResNet50, which has 49 convolution layers and a single FC layer, has about 25 million parameters.

On the basis of ResNet, many researchers have developed new architectures. For instance, Szegedy et al. (2016) proposed Inception-ResNet and Inception-V3/V4, combining the ideas of GoogLeNet with the one of ResNet. DenseNet (Huang et al. 2017) employed the idea of residual block and improved it...
by connecting one layer to all its subsequent layers in a feed-forward way. However, due to the large degree of connectivity, the number of kernels at each convolution layer is limited to reduce the computation burden. Many other CNNs based on ResNet are proposed for image classification; readers are referred to (Alzubaidi et al. 2021) for a comprehensive review.

So far, all mentioned methods predict one class label for an input image. However, one image showing one object can represent multiple labels which have semantic relations. For instance, an image showing a dog can be classified as animal at a first level, which can be refined as dog, husky, and so on. Deng et al. (2014) proposed the first CNN-based work for classification with semantic relations between different class labels. They defined a HEX (Hierarchy and Exclusion) graph to model different types of semantic relations. Two labels may have a hierarchical relation; they may be exclusive or overlapping. The CNN only has one output layer for all classes, but the HEX graph is considered in both, training and inference, to achieve a consistent classification result, e.g. to ensure that an image cannot be classified as showing a cat and a specific dog breed at the same time. However, this results in a very complex training and inference procedure. Guo et al. (2018) proposed a CNN-RNN (Recurrent Neural Network) strategy to address hierarchical classification. A CNN acts as a feature extractor and is trained to predict class labels at the coarsest semantic level. Then, the CNN features and the output of the coarse level are fed into a RNN structure which is used to propagate the information from the coarse level to finer levels. The consistency of the predictions with the class hierarchy is guaranteed. Their experiments on many datasets have shown that their methods achieve good results. However, information propagation is only considered from the coarse level to the finer labels, so that the semantic levels could not support each level mutually. Hu et al. (2016) proposed a network based on a CNN for hierarchical classification in three semantic levels, using a bidirectional message passing mechanism from the class scores of the coarse category to the class scores of the fine categories and vice versa. Thus, the class scores of each level are enhanced considering information from other levels of the hierarchy. On many datasets such as AWA (Lampert et al., 2014), NUS-WIDE (Chua et al, 2009), the authors achieved state-of-art results. However, their results are not guaranteed to be consistent with the class hierarchy. Despite this fact, the idea of their message passing mechanism is adapted for the hierarchical land use classification in this thesis, but it is expanded to guarantee consistency with the class hierarchy.

3.1.2. Semantic Segmentation

As mentioned in Section 2.3.3.1, the FCN proposed by Long et al. (2015) is the first known CNN for semantic segmentation. Based on FCN, many network variants were proposed in subsequent years. One popular family of CNN for semantic segmentation is based on an encoder-decoder structure, which is now widely used. Encoder-decoder networks apply convolution and pooling operations in the same way as standard CNN in the encoder part. After that, upsampling is carried out in a decoder network that is structured symmetrically to the encoder in order to obtain predictions at the resolution of the input image. As the proposed CNN in this thesis is based on such structure, this review is mainly focused on this family.
Noh et al. (2015) proposed an encoder-decoder architecture based on VGG-16, which is called DeConvNet. In the encoder, the input image is processed on successive convolution and pooling layers to obtain low resolution feature maps, which are subsequently decoded by upsampling and convolution to obtain pixel-wise predictions at the same resolution as input image. For upsampling, the authors utilized the indices which were recorded in the max-pooling layers in the encoder to reconstruct the signal of the corresponding size in the decoder. This work achieved the best results on the PASCAL VOC 2012 dataset (Everingham et al., 2012) at that time. SegNet, proposed by Badrinarayanan et al. (2017) and also using VGG-16 as its encoder, has the same structure as DeConvNet. In the decoder, a similar strategy for upsampling has been implemented. The experiments have shown that SegNet outperformed FCN in terms of overall accuracy by a large margin. In both networks, the pooling indices of the max-pooling layers were used to provide location information of objects, which is supposed to be relevant for classification of the pixels near object boundaries. The geometrical quality in the object boundaries of the SegNet results is still not very good. Other encoder-decoder based CNNs were designed to tackle this problem by connecting feature maps between lower layers to higher layers by elementwise addition, such as in the Stacked Deconvolutional Network (Fu et al., 2019) or in the LinkNet (Chaurasia and Culurciello, 2017). However, their networks suffered from a large number of trainable parameters in the order of 10 million.

So far, the mentioned CNNs were originally designed to segment natural images. U-Net (Ronneberger et al., 2015), also based on an encoder-decoder structure was designed for medical images. They were the first to introduce skip-connections between corresponding feature maps in the encoder and the decoder. At that time, U-Net achieved the best classification results for many datasets. Due to its superior performance, it has been the basis of many network variants. For instance, Cicek et al. (2016) as well as Milletari et al. (2016) proposed a CNN to segment 3D medical images; Zhang et al. (2018) developed a road segmentation and extraction algorithm to process aerial images. Instead of encoder-decoder based CNNs, there are many other CNN using different strategies for semantic segmentation, such as DeepLab (Chen et al. 2017) or feature pyramid network (FPN; Lin et al., 2017b). It is not the goal to review these papers in this thesis. For a comprehensive review, refer to Minaee et al. (2021).

### 3.2. Land Cover Classification

In the context of land cover classification, each image pixel is assigned a class label, thus it is a variant of what is called semantic segmentation in Computer Vision. Before the development of FCN, it was solved by CNN relying on a patch-based strategy. To achieve that goal, an image is divided into many patches, each of them being representative for the label of its central pixel. Each such patch is classified by a CNN. To obtain dense prediction for that image, different strategies have been proposed based on the patch predictions.

Längkvist et al. (2016) applied this procedure in a sliding window approach, making each pixel the center of such a patch to be classified by a CNN. The input data of their approach consists of high-resolution multispectral satellite orthophotos and a DSM of a small city. The proposed CNN requires an input of 25 x 25 pixels and consists of five convolution and pooling layers. The last pooling layer is
connected with a FC layer to obtain a feature vector, which is converted to class scores. To obtain dense predictions of a large image, the authors slide a window from top-left to bottom-right with a stride of 1 and classify every patch. They obtained an overall accuracy of about 95%. However, a stride of 1 makes the prediction a very time-consuming procedure. A similar procedure was applied by Paisitkriangkrai et al. (2016), but with a stride larger than 1. They built a CNN which requires an input of 64 x 64 pixels and has four blocks, each block consisting of a convolution layer, a ReLU and a max-pooling layer. The last pooling layer is connected to two consecutive FC layers with a dimension of 128. Finally, the output of the last FC layer is converted to class scores for classification. To obtain dense predictions for a large input image, they applied the patch-based classification to every $n^{th}$ pixel in the image, using bilinear interpolation of class scores to get prediction for every pixel. Furthermore, they post-processed the dense predictions using a Conditional Random Field (CRF; Kumar and Hebert, 2006). Their approach was tested on the two public datasets of Vaihingen and Potsdam from the ISPRS 2D semantic labeling benchmark (Wegner et al., 2015), which consist of very high resolution aerial images and DSM. Paisitkriangkrai et al. (2016) achieved an overall accuracy of 88% when differentiating five land cover classes. However, despite the usage of a stride of larger than 1, the prediction of class labels for a large image is still time-consuming. Furthermore, a CRF-based post-processing was required to achieve high quality results.

Patch-based CNN classification has also been applied for large-scale remote sensing image classification. Maggiori et al. (2017a) proposed a CNN consisting of three convolutional layers and one FC layer to classify satellite images with labels derived from Open Street Map (OSM); Postdadjian et al. (2017) proposed a CNN consisting of four convolutional layers and one FC layer for pixel-wise land cover classification. They used very high resolution satellite images as input and classified five land cover types to detect changes by comparing the classifications over two time epochs. More papers relying on patch-based classification can be found in the review of (Zhu et al., 2017).

Although patch-based dense classification can deliver good results, the dense prediction of a large image is a very time-consuming process, because it requires multiple repeated convolutions.

This problem is overcome by FCN (Long et al., 2015). It has been increasingly used for land cover classification, often being compared to patch-based methods. Kampffmeyer et al. (2016) proposed a FCN and a patch-based CNN for dense prediction, using the Vaihingen dataset from the ISPRS 2D semantic labeling benchmark for evaluation. Their FCN consists of three blocks, each having two consecutive convolution layers with associated ReLU activations and a final max-pooling layer. Finally, the feature maps at the lowest resolution are upsampled to the resolution of the input image. The upsampled feature maps are the argument of a softmax function, which delivers class probabilities for each pixel. The patch-based CNN was adapted from (Paisitkriangkrai et al., 2016), using an input size of 65 x 65 pixels. The results showed that FCN-based predictions outperform those of patch-based CNN by about 3% in terms of overall accuracy. Volpi et al. (2017) investigated patch-based CNN and FCN as well. Their patch-based CNN consists of four convolution layers and one FC layer, and their FCN is based on an encoder-decoder structure similarly to (Noh et al. 2015). The encoder is identical to the one used in the patch-based CNN and the decoder is symmetric to the encoder. The Vaihingen and Potsdam datasets were used for testing purpose. In both sites, FCN-based predictions outperform those of patch-based CNN by about 4% in terms of overall accuracy. Similar findings of the differences between FCN
and patch-based CNN have been observed in (Sherrah, 2016). Currently, state-of-the-art methods mainly rely on FCN-based approaches.

However, one of the main problems of FCN-based methods is the loss of spatial resolution, which is caused by the downsampling of pooling layers in the CNN. As a consequence, the geometrical accuracy of the object boundaries is affected in a negative way. To solve this problem, Long et al. (2015) retained location information by upsampling feature maps in shallow layers having high spatial resolution feature maps, and fused them with the final feature maps for classification. This design was the first attempt to improve the location information. Many researches have proposed different approaches to mitigate the problem of the loss of spatial accuracy as well.

One approach is to avoid downsampling in a CNN. For instance, Sherrah (2016) proposed a FCN which applies pooling without downsampling by using a stride of 1. As the number of layers increases, regular pooling with a stride of more than 1 can increase the receptive field, which is supposed to support classification by capturing more local context of the input. In the variant without downsampling, capturing a receptive field of the same size requires an exponential increase of the filter size in the convolution and pooling operations, resulting in a large amount of trainable parameters, which might lead to overfitting. To avoid this problem, Sherrah (2016) used the dilated convolution (Chen et al., 2015) to achieve a larger receptive field while keeping a small filter size for convolution. The results showed that the FCN outperforms the regular FCN by up to 2% in terms of overall accuracy for the Vaihingen and Potsdam datasets. However, the method suffers from increased requirements with respect to GPU memory and computation time. The FCN without downsampling is reported to require about 50 times more training time than the regular one.

Another strategies tries to model the detection of object boundaries explicitly in a FCN. Marmanis et al. (2018) extracted edge maps from images by applying a Holistically-Nested Edge Detection (HED) framework (Xie et al., 2017). Edge maps are concatenated with images as input for a FCN, and the outputs are combined for the final class prediction. Their experiments on the Vaihingen and Potsdam datasets showed that explicitly integrating edge maps to the FCN improves the overall accuracy by about 4%. Although they achieved good results, there was a cost of multiple training stages (first HED, subsequently FCN) and a huge number of parameters (their best model has about $8.1 \cdot 10^8$ trainable parameters). Volpi and Tuia (2018) took another step to model object boundaries by building a multi-task CNN: one task is semantic segmentation (i.e. land cover classification), and the other one is learning the object boundaries. They claimed that the prediction of boundaries supports the semantic segmentation tasks, because the boundaries naturally embed shape information and contours of semantic classes. Their methods were tested and validated using the Vaihingen and Zeebrugges datasets (Campos-Taberner et al., 2016). They achieved good results for both datasets. However, their approach required a CRF-based post-processing to combine the predictions of boundary and semantic classes, preventing an end-to-end learning. Cheng et al. (2017) proposed a CNN based on SegNet (Badrinarayanan et al. 2017) for semantic segmentation of remote sensing harbor images. They built two classifiers: a boundary classifier and a multiclass classifier, similar to Volpi and Tuia (2018). Furthermore, an additional loss term is added for regularization. For every pixel, the class scores of its neighbor pixels in an 8-neighborhood are enforced to be close to its own scores if the probability of that neighbor pixel to be an edge is low. However, a two-stage training procedure of their work was required, i.e. while updating the parameters of the boundary classifiers, the unknown parameters of the multiclass classifiers were not
updated, and vice versa. This fact implies that procedure is potentially time-consuming. Zheng et al. (2020) proposed a multi-task CNN based on ResNet for land cover classification, employing an additional boundary classifier as well. They achieve state-of-art results in three public datasets: Cityscapes (Cordts et al., 2016), WHU Aerial Building (Ji et al., 2018) and Vaihingen. In their ablation study, their proposed boundary classifier was shown to improve the semantic segmentation by about 1% in terms of mean IoU (intersection over union) in Cityscapes. However, their ResNet-101-based CNN has a large number of unknown parameters, which can easily lead to an overfitting if no sufficient number of training data is available. In the remote sensing community, there are more publications related to utilizing boundary detection to improve multi-class classification, e.g. (Jiang et al. 2017; Wang et al. 2017; Liu et al. 2018; Diakogiannis et al. 2020). Readers are recommended to read the original works for detail. One common problem of these works is that their number of unknowns is huge, thus, a large number of training data is required to avoid overfitting.

As an alternative to the approaches mentioned so far, another promising strategy is to use skip-connections to mitigate the problem of the loss of geometrical accuracy. The rationale of skip-connections is that in the lower layers of a CNN there is precise location information which is lost in the higher layers due to downsampling. Thus, connecting the lower layers with higher layers is expected to help to recover the location information. Skip-connections are indeed a built-in feature of many FCN variants. For instance, in the original U-Net, feature maps of the encoder are connected to the corresponding decoder layers by concatenation, which is followed by standard convolution operations.

Liu et al. (2018) used VGG-16 and ResNet101 as their backbone CNN to encode the input and connected feature maps of the lower layers to those in the upsampled higher layers via elementwise addition. In their ablation study, they found that the difference between the CNN with skip-connections and the one without skip-connections is up to +1.5% in terms of the mean F1 score. Diakogiannis et al. (2020) proposed a network combining U-Net and the residual blocks of ResNet, resulting in their ResUNet-a, in which U-Net-style skip-connections are adopted. Zheng et al. (2020) connect feature maps of the lower layers to those in higher layers via concatenation. Both works achieved results on par with state-of-art methods. Skip-connections seem to be a standard component in most pixel-level classification CNNs, for instance, in (Audebert et al. 2018; Marmanis et al. 2018; Sun et al. 2019; Wittich and Rottensteiner 2019; Liu et al. 2020; Voelsen et al. 2020). However, all methods mentioned so far rely on either elementwise addition or concatenation as skip-connections. The potential of connecting feature maps in a learnable way has not been exploited.

Another problem is related to the imbalanced distribution of classes in training sets. The unknown parameters tend to fit the dominant classes, i.e. those having a large number of training samples. As a consequence, the classifier will have a bad performance for the underrepresented classes. To tackle this problem, many researchers used a weighted cross entropy loss function for optimization. For each class, a weight is introduced as a penalty term in the cross entropy loss function. The basic idea is to use the weights to increase the losses of samples from underrepresented classes so that the CNN will pay more attention to them during training. Eigen et al. (2015) used a class weight which is proportional to the inverse of the number of the samples of that class in the training data for semantic segmentation; such strategy was also used in (Badrinarayanan et al., 2017) when classifying street-view images and in (Ren et al., 2020) when classifying satellite images. In both works, pixel-wise classification is desired. Voelsen et al. (2020) firstly computed the ratio between the total number of training samples and the
number of samples belonging to a class, and then applied the natural logarithm to that ratio to obtain the class weight. Later, Voelsen et al. (2021) normalized the class weights by dividing them by the maximum class weight. Their goal is to achieve pixel-wise classification using satellite images. However, all class weights mentioned so far have to be determined from the training data prior to training, and these weights are not updated in the training procedure. Using adaptive weights in the form of the so-called focal loss was firstly proposed in (Lin et al., 2017). Classes having sufficient number of training samples are more likely to be correctly identified, thus, the corresponding class probabilities of the samples are close to one. However, classes having few training samples are harder to be correctly identified, thus, the corresponding class probabilities of the samples tend to be much smaller than one. For each sample, the focal loss utilizes the difference between one and the probability of the reference class as the weight. If a sample of the reference class is classified correctly, i.e. the corresponding class probability is close to one, the weight will be small, otherwise it will be relatively large. These weights are updated in each training iteration. In the binary classification task, their experiments have shown that the proposed focal loss outperforms the standard cross entropy loss and the loss using fixed class weights by a large margin. In this thesis, an extension of the focal loss for multiclass classification is proposed.

Beyond multi-spectral orthophotos (e.g. RGB, IR), height data such as DSM or DTM are often available in remote sensing applications. Thus, the way of fusing these data for land cover classification is also a topic of research in the remote sensing community. One naïve approach is to stack these data to form a multi-channel input, which is presented to a CNN. Examples for such an approach are (Längkvist et al. 2016, Volpi and Tuia 2018, Sun et al. 2019). Compared to the results relying solely on orthophotos, the ones using additional height data are better in all cases. Many researchers claim that a naïve approach might not be the optimal fusion strategy, thus they develop strategies to fuse the intermediate feature maps generated from multi-modal input data. Hazirbas et al. (2016) proposed a SegNet-based CNN having two encoder branches and one decoder, where the two encoders process the image and height data in parallel. They referred to the encoder of the image as the primary branch and to the other one as the secondary branch. In each encoder stage, the feature maps of the secondary branch are added to the primary ones. Audebert et al. (2018) adapted that approach by using a different fusion scheme: the feature maps are concatenated and then convolved with a 3 x 3 kernel to obtain the fused output. Audebert et al. (2018) differentiate two types of fusion schemes: early fusion and late fusion. In the former, the feature maps are fused at the encoder stage, similarly to (Hazirbas et al., 2016). In the latter, there are independent encoders and decoders for each input to obtain the final predictions, and the predictions are fused by computing the average of the class scores. Their results show that early fusion performs slightly better than late fusion. In fact, another advantage of the early fusion scheme is a lower requirement of memory and fewer trainable parameters. In this thesis, an early fusion scheme similar to (Audebert et al., 2018) is adapted to fuse multi-modal data, leading to a two-branch encoder-decoder CNN for land cover classification.
3.3. Land Use Classification

In recent years, the classification of land use was mainly tackled by supervised methods, because they are more easily transferable to other scenes than model-based techniques (e.g. Banzhaf and Hoefer, 2008). In this review of land use classification, only supervised methods are considered. Section 3.3.1 presents an overview of related work using methods not based on CNN. The goal of presenting these methods is to give a brief summary how land use classification was solved before CNN. Section 3.3.2 focuses on methods relying on CNN.

3.3.1. Methods not based on CNN

Existing methods for land use classification differ by the primitives to be classified, the data sources, the features used for classification and the classifiers used to predict the class labels. Many approaches rely on a strategy consisting of two steps: the land cover is determined from remote sensing data in the first stage, and the results are used to support the classification of land use in the second stage, e.g. (Gerke et al. 2008; Hermosilla et al. 2012; Helmholz et al. 2014). Random Forests (RF; e.g. Walde et al. 2014; Albert et al. 2014) and Support Vector Machine (SVM; e.g. Montanges et al. 2015) are frequently used for classification in this context. Hand-crafted features of the primitives to be classified have to be extracted on the basis of the given data.

Here, two types of features are discriminated: Primitive-specific features describe characteristics of a primitive and are directly derived from sensor data. Examples are the spectral values and the statistic characteristics, e.g. minimum, maximum and standard deviation in a local neighborhood or inside a segment. Texture features, e.g. based on Grey Level Co-occurrence Matrix (GLCM; Haralick et al., 1973), structure features such as Histogram of Oriented Gradients (HOG; Freeman and Roth, 1995), and 3D features derived from DSM are widely used. Context features describe the relationship of a primitive with its neighbors. Two types of metrics have been proposed: spatial metrics and graph-based metrics. Spatial metrics quantify the spatial configuration of land cover elements within a land use object, e.g. in the form of the ratio of the area of all building pixels to the total number of pixels (Hermosilla et al., 2012) or in the form of the relative position of a building segment with respect to the land use boundaries or other building segments (Novack and Stilla, 2015). Graph-based metrics, derived based on graph theory, describe the frequency of the local spatial arrangement of land cover elements within a land use object. Barnsley & Barr (1996) firstly introduced these features for the classification of land use. Inside a land use object, a graph is built by connecting a land cover element to its neighbors via edges. Later, the adjacent-event matrix is applied to describe the neighborhood relationships of the land cover elements at pixel level. Features can be derived from that matrix such as the normalized number of edges between two land cover classes. Walde et al. (2014) adapted the adjacent-event matrix by building a segment-based graph instead of a pixel-based one.

Context features incorporate context information in an implicit way in a classification process. To explicitly incorporate context information, graphical models can be applied e.g. CRF. For instance,
Albert et al. (2014) presented a two-step land use classification approach using CRF, which was extended to an integrated approach in (Albert et al., 2017). In Albert et al. (2015), two separate CRFs are applied for land cover and land use classification. Both CRFs model spatial dependencies between neighboring sites, i.e. pixels (Albert et al., 2014) or super-pixels (Albert et al., 2015) in the case of land cover and polygons from the database in the case of land use classification. Novack and Stilla (2015) classified urban land use using high-resolution space borne synthetic aperture radar (SAR) data. The initial class labels are obtained by computing the arithmetic mean of the predictions delivered by three different classifiers (RF, logistic regression and nearest neighbors). A CRF is applied for post-processing to obtain the final result. Montanges et al. (2015) proposed an approach for the classification of urban land use using satellite images and a DSM. Their CRF models the combination of the output of a SVM classifier and structural information describing the spatial relations of neighboring land use cells. However, the references mentioned so far do not model the complex semantic relationship between land cover and land use explicitly in a graphical model. Albert et al. (2017) proposed a two-layer CRF (a land cover layer and a land use layer) for the simultaneous classification of land cover and land use. In the land cover layer, the nodes correspond to super-pixels, whereas in the land use layer they are objects from a geospatial database. Beyond the intra-layer edges which model the spatial dependencies between neighboring image sites, inter-layer edges are additionally introduced to model the semantic relation between land cover and land use sites, leading to higher order cliques. With respect to land use, the method achieved an overall accuracy in the order of 80% using two datasets when differentiating 10 classes.

However, all methods mentioned so far suffer from a relatively low overall accuracy (in the order of 70% - 90%; the larger the number of classes to be discerned, the smaller the overall accuracy could be achieved) for land use classification. Thus, the classification results might not be sufficiently good for practical application. Another problem of these works is that they only differentiate a small number of land use classes (between 2 and 11), and these classes do not have hierarchical relations, which may also hamper practical relevance.

3.3.2. CNN-based Methods

All methods described in Section 3.3.1 rely on hand-crafted features. In the context of CNN, features are learned from training data, and a simple classifier (e.g. softmax) can be used for the classification purposes. Compared to the methods described in Section 3.3.1, CNN methods improve classification accuracy by a considerable margin, indicating that the learned features are more discriminative than the hand-crafted ones.

In this thesis, the goal of the land use classification is to predict the land use of the objects stored in geospatial databases. Commonly, these objects are stored in the form of polygons. However, the polygons are typically irregular-shaped and vary considerably in terms of their geometric extent. As a CNN requires input patches of regular size, the problem of converting polygons to patches needs to be tackled. Zhang et al. (2018) proposed a segment-based approach to determine land use from remote sensing data. The authors started with an initial non-semantic image segmentation using mean-shift
The resultant segments are considered to correspond to objects for which land use is to be predicted. These segments are split into rectangular patches using the moment bounding box method of (Zhang and Atkinson, 2016). These patches, which consist of either 48 x 48 or 128 x 128 pixels, are classified independently from each other using a CNN. The final class label of each segment is determined by combining the predictions for all patches by a simple majority vote. Later, Zhang et al. (2019) adapted their methods by proposing a joint deep learning framework for classifying land cover and land use simultaneously in an iterative approach. However, they required a pre-processing step to obtain polygons (i.e. the segments), which differs from the case presented in this thesis, where the polygons are already available. The classification task in this thesis is more similar to (Huang et al., 2018), where land use is predicted relying on the availability of polygons representing urban blocks. In that work, each polygon is represented by a series of rectangular processing units of 227 x 227 pixels, which are positioned inside the polygon on the basis of a skeleton. These processing units are classified independently from each other using a CNN. The final prediction for a polygon is obtained by computing the arithmetic mean of the class scores of all corresponding processing units. Nonetheless, Huang et al. (2018) only considered urban areas and have not tested their methods using rural areas. Although the mentioned methods proposed ways to obtain regular patches, there are other possibilities to achieve this goal, which will be investigated in this thesis.

Many works only differentiate a small number of classes. For instance, in (Zhang et al., 2018) and (Zhang et al., 2019), only 10 land use classes were discerned, whereas in (Huang et al., 2018), 13 land use classes were differentiated, and these classes have no hierarchical relations. In the publicly available datasets for land use, the number of classes is also limited. For instance, in the UC Merced Land Use dataset (UCM; Yang and Newsam, 2010), 21 land use classes are considered and for each class, 100 images are available; in the Banja-Luka dataset (Othman et al., 2016), 6 classes are of interest and for each class about 90 images are available. Using these datasets, CNN-based methods achieved high accuracies (>90% in overall accuracy), such as in (Hu et al., 2015), (Luus et al., 2015) and (Nogueira et al., 2017). However, even though the results are very good, they are based on a very small number of samples only, which means that their significance for real application still needs to be shown. Another problem is that the land use information is often more detailed. Often, the land use is encoded on the basis of hierarchical object catalogue in a database. For instance, in the land use layer of the German cadastre, about 190 categories are differentiated (AdV, 2008). It is an important fact that many topographic databases contain land use information in different semantic levels of abstraction. At the coarsest level, only a few broad classes such as settlement, traffic or vegetation are differentiated. At the finer levels, these classes are hierarchically refined, and the full number of different categories is only differentiated at the finest level of the class structure. Albert et al. (2016) investigated the maximum semantic resolution that their CRF-based land use classification method could achieve. They divided the land use categories into two levels, both corresponding to mixtures of the three coarsest semantic levels according to (AdV, 2008). Starting from a classification at the coarse level, they refined one coarse category after the other: in a greedy iterative procedure, one category is split into the maximum set of sub-categories and then sub-categories are merged if the results indicate they cannot be separated. As a result, Albert et al. (2016) obtained a class structure consisting of 10 categories from different semantic levels of the object catalogue and concluded that this is the largest set of classes that can be separated using their approach. However, their method did not rely on CNN and on the other hand, they
did not predict land use classes at multiple semantic levels. In addition, the greedy iterative procedure of the refinement results in multiple classification models and is very time-consuming. To the best knowledge of the author, the potential of classifying land use objects at multiple semantic levels while keeping consistency with the class hierarchy has not been exploited yet.

3.4. Discussion

The previous sections have given an overview about existing and related work of land cover and land use classification. This section briefly summaries open questions and unsolved problems in both classification tasks. Based on these open points, the methods proposed in the following chapter will tackle the identified research gap.

3.4.1. Land Cover Classification

In a multiclass classification task, one prominent issue is the imbalanced class distribution of training data. For instance, in the Vaihingen dataset, more than 25% of the pixels belong to the class building, whereas less than 3% of the pixels belong to the class car. Similar issues have also been found in the Potsdam dataset. This poses a problem for a CNN: the trained CNN is more likely to predict the dominant classes. To tackle this issue, many existing works use weighted cross entropy loss. The idea is to add an additional penalty term in the standard cross entropy loss (eq. 2.19). The weights of the penalty term for underrepresented class are larger than the ones for well-represented classes. There are many ways to obtain the weights for each class, e.g. the inverse of the frequency of a class in the training data (Eigen et al., 2015). In remote sensing applications, works using weighted cross entropy loss are (Voelsen et al. 2020; Ren et al., 2020). However, the weights have to be determined before training based on all training data and are not updated during training. Inspired by the focal loss proposed in (Lin et al., 2017), which is originally applied for binary classification, an adaptive weight for each class during training is proposed in this thesis by extending the focal loss to the multiclass classification problem. As samples of underrepresented classes are supposed to be harder to be classified, their weights will be relatively large in comparison with the ones of samples of well-represented classes, so that their contributions to the updates of the unknown parameters are increased.

To tackle the problem of the loss of geometric accuracy caused by pooling, this thesis focuses on the development of skip-connections instead of explicitly learning object boundaries, because the latter approach commonly requires an additional CNN structure. In most existing works, skip-connections are implemented via elementwise addition of feature maps, e.g. in (Liu et al. 2018; Audebert et al. 2018; Marmanis et al. 2018; Zheng et al. 2020). However, the combinations of feature maps can be learned, which has not been exploited so far. It is expected that the classification will profit from learning. To implement learnable skip-connections, the feature maps at different layers are convolved via depth-wise
convolution and then concatenated. Subsequently, a 1 x 1 convolution is applied to combine the resultant feature maps.

### 3.4.2. Land Use Classification

One big problem of existing methods for land use classification is that they only differentiate a small number of classes, for instance, in (Helmholz et al. 2014; Novack and Stilla, 2015; Albert et al., 2017), two, eleven and ten land use classes are differentiated, respectively. However, the object catalogues of land use databases may be much more detailed. For instance, in the land use layer of the German cadaster, about 190 categories are differentiated (AdV, 2008). One important fact is that many topographic databases contain land use information in different semantic levels of abstraction. Albert et al. (2016) attempted to classify objects into multiple semantic levels using their CRF-based method in a greedy iterative procedure. They obtained a class structure which is a mixture of 10 categories from different semantic levels of the object catalogue according to (AdV, 2008), because their method cannot separate many sub-categories. In the context of CNN for land use classification, many methods differentiate also a small number of classes only, e.g. (Zhang et al., 2018; Zhang et al., 2019; Huang et al., 2018). Classifying land use in multiple semantic levels and keeping consistent with the class hierarchy based on CNN have not been exploited so far, which motivates the developments in this thesis. To solve this problem, a new CNN is proposed. This CNN is not only limited for one-level land use classification, but is also extended for hierarchical land use classification. By using hierarchical predictions of one land use object, it is expected to facilitate the verification process with more details.

There are works in Computer Vision to solve the problem of hierarchical classification. However, they suffer from some limitations such as a complex training and inference procedure (Deng et al., 2014), no guarantee of consistency with the class hierarchy (Hu et al., 2016) and an additional RNN structure which may prevent training from converging in a good point in parameter space (Guo et al., 2018). In this thesis, different strategies are proposed to achieve hierarchical land use classification. Here, two CNN network variants are proposed. First, a multi-task learning variant is proposed to predict land use objects at multiple semantic levels independently. To guarantee the consistency of the class hierarchy, a so-called Joint Optimization strategy is proposed, in which predictions are made by selecting the tuple of classes over all semantic levels which has the maximum joint class score. Second, a variant is used to predict the class labels at the finest level of the class structure. These predictions are used to control the predictions at the courser levels by using a so-called fine-to-coarse post-processing step, so as to guarantee the consistency of the class hierarchy.

Regarding to the Joint Optimization strategy, a new loss function is proposed that respects the hierarchy of the class labels according to the object catalogue for each training object. The rationale is that the joint score of the reference hierarchical tuple is maximized and the joint scores of other tuples are minimized during training. In the loss function, penalty terms similar to focal loss are introduced so
as to mitigate the problem of the imbalanced class distribution in the datasets, due to the fact almost all datasets suffer from this problem.

Land use objects stored in geospatial databases often have irregular shapes and large variations in terms of their geometrical extent. For instance, a *road* object can be very large and thin, whereas *settlement* objects may cover both, very large and quite small areas. In the context of classification relying on CNN, inputs of regular and constant size are required. One way to achieve this goal is to follow Zhang et al. (2019) or Huang et al. (2018). The former uses non-semantic image segmentation and moment bounding box as pre-processing, whereas the latter requires a skeleton as input for pre-processing. In both works, the pre-processing produces key points, on the basis of which the rectangular patches are generated for CNN. One problem of both methods is that they do not use the shape information as input, which is expected to be helpful for the classification. In this thesis, a binary mask is proposed to represent the polygon shape. To obtain regular patches, two approaches to convert irregular polygons to regular patches are proposed, i.e. tiling and scaling. The tiling approach keeps the image resolution unchanged but will probably lose the shape information of large polygons. In contrast to tiling, the scaling approach keeps the shape information of polygons. It is expected that both approaches are complementary to each other when making predictions for polygons via an ensemble method. Another problem in (Zhang et al., 2018) is that the step of image segmentation might produce undesired polygons due to segmentation errors, which may prevent their results from being useful for practical application.
4. Methodology

This chapter presents the core of this thesis and proposes a framework for the verification of the geospatial databases. Section 4.1 gives an overview of the method. Section 4.2 presents the proposed CNN for land cover classification, whereas Section 4.3 presents the one for land use classification.

4.1. Overview

The proposed framework for the verification of the land use information for objects in a geospatial database is illustrated in Fig. 4.1. The approach consists of four main components: the input data, the CNN-based methods for land cover and hierarchical land use classification, and the verification of the geospatial database.

![Illustration of the framework for the verification of a geospatial database in three hierarchical levels.](image)

Legend of land cover

| building | asphalt | grass | tree | Car |
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  - residential in use
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  - motor road

Figure 4.1: Illustration of the framework for the verification of a geospatial database in three hierarchical levels. In the legend of land use, black lines indicate the hierarchical relationships between categories. DOP: digital orthophoto; DSM: digital surface model; DTM: digital terrain model.
The CNN-based methods for both classification tasks are designed for input data consisting of high-resolution, multi-spectral aerial images, DSM and DTM. Furthermore, a geospatial database considering objects in the form of polygons is required for land use classification. The objects are associated with class labels encoding the land use according to a hierarchical object catalogue. To train a CNN, training data is also required for both classification tasks. The training data for hierarchical land use classification consists of objects with known land use information at multiple levels according to a hierarchical object catalogue (in this thesis the number is 3). To ensure the correctness, the information is assumed to be manually checked by experts. The training data for land cover classification consists of image tiles labeled at pixel level. The minimum geometric resolution of the input data should be 1 m or better, so that they are sufficient to detect objects such as buildings.

The core components of the workflow are the proposed CNNs for land cover and hierarchical land use classification. First, the input data is processed by a CNN to obtain pixel-wise land cover posteriors. Subsequently, the land cover posteriors along with the image, the DSM and the DTM serve as input for another CNN to predict land use of multiple hierarchical labels. Finally, the verification of the geospatial database is carried out based on the hierarchical classification results. However, the verification step is beyond the scope of this thesis, thus, it will not be discussed further. Section 4.2 presents the method for land cover classification, whereas the method for land use classification is presented in Section 4.3.

### 4.2. Land Cover Classification

The first component of the presented methods is a supervised classifier for land cover with the purpose of assigning each image pixel to a land cover category which describes the physical material of the earth’s surface (e.g. grass, asphalt).

#### 4.2.1. Network Architecture

The CNN developed in this thesis has a symmetric encoder-decoder structure and is referred to as *FuseNet-lite* (cf. Fig. 4.2). It requires two input images, each of size 256 x 256 pixels with three bands. One input is an RGB image whereas the other one is referred to as RID image, consisting of the Red and Infrared bands of the multi-spectral images and the height data (nDSM or DSM). The encoder delivers features which are extracted from the input images in two parallel branches, and those features are fused by 1 x 1 convolutions before decoding. In each encoder branch, there are four convolution blocks, each consisting of three convolutional layers followed by BN and a ReLU. At the end of each block, there is a max-pooling layer with window size of 2 x 2 and stride of 2. Symmetrically, the decoder part consists of four blocks, each starting with an upsampling layer that applies bilinear interpolation, followed by three convolutional layers, BN and a ReLU. The filter size of each convolution is 3 x 3. Optionally, at the end of each convolution block in the decoder part, there may be skip-connections (cf. Section 4.2.2 for network variants). It has to be noted that there is no skip-connection between the
outmost convolution blocks of encoder and decoder, because previous experiments have shown that these skip-connections are irrelevant (Yang et al., 2020a). The number of filters in each convolution block is shown underneath the block in Fig. 4.2. The total number of trainable parameters of FuseNet-lite is about 0.5 million, which is about 6% of the number of parameters of the network proposed in (Yang et al., 2020a). Experiments in (Yang et al., 2021) have shown that the reduction of parameters reduces overfitting to a certain degree while maintaining nearly the same level of classification accuracy. To predict the class labels at the end of the decoder in the resolution of the input image, a 1 x 1 convolutional layer converts the output of the previous layer to a vector of $M_{LC}$ class scores for each of the $H \times W$ pixels of the input image, where $M_{LC}$ denotes the number of classes to be differentiated. For each pixel $i$ of the image, this results in a vector of $z^{i}_{LC} = (z_{LC}^{i,1}, \ldots, z_{LC}^{i,M_{LC}})$ of class scores, where $C_{LC} = \{C_{LC}^{1}, \ldots, C_{LC}^{M_{LC}}\}$ is the set of land cover classes and $z_{LC}^{i,c}$ is the class score for class $C_{LC}^{c}$. These class scores are normalized by a softmax function delivering the posterior probability $P_{i}(C_{LC}^{c} | X)$ for pixel $i$ to take class label $C_{LC}^{c}$ given the image data $X$:

$$P_{i}(C_{LC}^{c} | X) = \text{softmax}(z_{LC}^{i}, C_{LC}) = \frac{\exp(z_{LC}^{i,c})}{\sum_{j=1}^{M_{LC}} \exp(z_{LC}^{i,j})}$$  \hspace{1cm} (4.1)

Figure 4.2: Architecture of FuseNet-lite. The number underneath each convolution block denotes the number of filters. EN-CB1, ..., EN-CB4: Identifiers of convolution block in the encoder; DE-CB1, ..., DE-CB4: Identifiers of convolution block in the decoder.
4.2.2. Network Variants

In the proposed architecture there are optional skip-connections between corresponding convolution blocks in the encoder and the decoder. Basically, there are three different options for connecting the encoder and the decoder, and consequently, there are three network variants.

4.2.2.1. Network without skip-connections

In the first scenario, no skip connections are used. This variant is referred to as FusionNet-lite-NoSkip, serving as a baseline for comparison to highlight the degree of the improvement caused by skip-connections in the task of land cover classification.

4.2.2.2. Network with elementwise addition skip-connections

In the second scenario, the most commonly applied skip-connections (Long et al., 2015) is used, the one based on elementwise addition of feature maps. The network variant based on this type of skip-connections is referred to as FusionNet-lite-AddSkip. Fig. 4.3 illustrates the procedure of this type of skip-connections. When linking encoder and decoder blocks at level $N$, the feature maps delivered by all three convolutional blocks of that level are considered. Suppose that there are $S$ feature maps at each convolution layer of a convolution block at level $N$, thus, there are total of $3 \cdot S$ feature maps at that convolution block (because each block has 3 convolution layers). Let $f_{EN1}^j, f_{EN2}^j, f_{DE}^j$ denote the three feature maps of the convolution block at the upper encoder, lower encoder and decoder of Fig. 4.2, respectively, with $j \in S$. Thus, each of these feature maps has the dimension of $H \times W \times 3$. These feature maps are concatenated to form an intermediate feature map $\tilde{f}^j$ with a dimension of $H \times W \times 9$, and the output feature map $h^j$ with a dimension of $H \times W$ is determined according to eq. 4.2:

$$h^j = \sum_{i=1}^{9} \tilde{f}^{j,i}$$  (4.2)

4.2.2.3. Network with learnable skip-connections

In the third network variant, a new learnable way of integrating skip-connections is proposed (cf. Fig. 4.4). Instead of an elementwise addition of feature maps, a $3 \times 3$ depth-wise convolution is applied to every feature map.
Figure 4.3: Skip-connections based on elementwise addition. EN-CBN\textsuperscript{1}, EN-CBN\textsuperscript{2}: feature maps delivered by all convolutional blocks of the encoder blocks N of the upper and lower encoder branches in Fig. 4.2, respectively. DE-CBN: feature maps of all convolutional blocks of the decoder block N in Fig. 4.2. Refer to the main texts for the meanings of variables.

\[ v'_{idx} = \text{ReLU}(\omega_{j,idx} \ast f'_{idx} + b_{j,idx}) \]  

(4.3)

In eq. 4.3, \( v'_{idx} \) is an intermediate feature map where the subscript \( idx \) can be \( DE \) (decoder), \( EN1 \) (upper encoder) and \( EN2 \) (lower encoder). The filter matrix \( \omega_{j,idx} \) and the bias \( b_{j,idx} \) are the parameters to be learnt, and the symbol \( \ast \) represents convolution. Note that these convolutions are only applied if a skip-connection is established. \( v'_{idx} \) has the same dimension as \( f'_{idx} \) i.e. \( H \times W \times 3 \). Let \( v_{idx} \) denote all feature maps for subscript \( idx \) at block level N, thus, it has a dimension of \( H \times W \times 9 \cdot S \). After concatenation, a set of \( D \) \( 1 \times 1 \) convolutions is used to deliver \( D \) output feature maps. Let \( g^d \) denote the \( d^{th} \) output feature map. Denoting the elements at position \((i, k)\) of feature maps \( u^m \) and \( g^d \) by \( u^m_{i,k} \) and \( g^d_{i,k} \), respectively, the elements of the combined feature map are computed according to:

\[ g^d_{i,k} = \text{ReLU}\left(\sum_{m=1}^{9} \theta^m_{d} \cdot u^m_{i,k} + b_d\right) \]  

(4.4)

where \( \theta^m_{d} \) and \( b_d \) are parameters to be learnt. The output feature maps form the input to the first convolutional layer of the next decoder block in Fig. 4.2. This is the standard configuration of the network defined in Section 4.2.1. Thus, it is referred to as \textit{FuseNet-lite}. 
Figure 4.4: Learnable skip-connections. Refer to the main texts for the meanings of variables and to Fig. 4.3 for the subscripts.

4.2.3. Training

All parameters of the convolutional layers are learned during training, which relies on SGD and step leaning policy. The weight decay regularizer in eq. 2.10 is also used. The imbalanced class distribution poses a problem to the training. Consequently, the unknown parameters better fit to the well-represented classes and a bad performance on the underrepresented classes is to be expected. To tackle that problem, an extended focal loss for multi-class classification on the basis of (Lin et al., 2017) is proposed:

$$L_{LC} = -\frac{1}{W\cdot H \cdot \Omega} \sum_{c,i,k} [y_{c}^{i,k} \cdot (1 - P_{l}(C_{LC}^{c} \mid X_{k}))^{\gamma} \cdot \log(P_{l}(C_{LC}^{c} \mid X_{k}))].$$  \hspace{1cm} (4.5)$$

where $k$ is the index of an image, $X_{i}$ is the $k^{th}$ image in the mini-batch and $\Omega$ is the number of images in a mini-batch. The indicator variable $y_{c}^{i,k}$ is 1 if the training label of pixel $i$ in image $k$ is identical to $C_{LC}$ and 0 otherwise, and the hyper-parameter $\gamma$, typically lying in the range of 1.0 to 5.0, controls the penalty term $(1 - P_{l}(C_{LC}^{c} \mid X_{k}))$. This term suppresses the influence of well-classified pixels (for which $(1 - P_{l}(C_{LC}^{c} \mid X_{k}))$ is close to zero), whereas it causes the loss to focus on pixels for which $P_{l}(C_{LC}^{c} \mid X_{k})$ of the correct class is small. Using this loss, it is possible to mitigate the problem of imbalanced class distributions, because classes for which a large number of samples is available are expected to be mostly well classified during training, so that this loss will put a higher emphasis on the samples of underrepresented classes.
4.3. Hierarchical Land Use Classification

The second core component of the methodology is the land use classification. Its purpose is to assign each land use object multiple labels at different semantic levels, and these labels have a hierarchical relationship according to a hierarchical object catalogue. In the database, each land use object is represented by a polygon. One big challenge in classifying polygons is their large variation in terms of geometrical extent; for instance, *road* objects are thin and long, whereas *settlement* objects may cover both, very large and quite small areas (see Fig. 4.5). These variations pose problems for a CNN, as it requires regular-sized patches as input. Thus, for classifying polygons by a CNN, a way for preparing such regular patches has to be implemented.

<table>
<thead>
<tr>
<th>Binary object mask</th>
<th>RGB Ortho photo</th>
<th>Size</th>
<th>Level</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Binary Object Mask" /></td>
<td><img src="image2" alt="RGB Orthophoto" /></td>
<td>320 x 260 pixels [980 m²]</td>
<td>I</td>
<td>settlement</td>
</tr>
<tr>
<td><img src="image3" alt="Binary Object Mask" /></td>
<td><img src="image4" alt="RGB Orthophoto" /></td>
<td>3400 x 3100 pixels [6600 m²]</td>
<td>II</td>
<td>recreation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>leisure</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>traffic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>road traffic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>motor road</td>
</tr>
</tbody>
</table>

Figure 4.5: Two database objects with corresponding RGB orthophotos and categories in three semantic layers of (AdV, 2008), starting from the coarsest (I) to the finest one (III). The object shape is represented by a binary object mask at the same scale as the corresponding orthophoto. Note that the two objects are displayed at different scales. The ground sampling distance (GSD) of the orthophotos is 20 cm. The area in [m²] refers to the area of the database object.

The polygons and their corresponding data (i.e. image data and land cover information delivered by *FuseNet-lite*) are used to prepare regular patches with a size of 256 x 256 pixels. These patches are used to train a CNN classifier. In the inference step, each patch belonging to an unseen polygon is predicted by that CNN. The class labels of that polygon are determined by a combination of the predictions for its patches.

Section 4.3.1 presents the representation of polygon shape, whereas Section 4.3.2 describes the implemented methods for preparing input patches. The network variants and the corresponding loss
functions for training are presented in Section 4.3.3 and Section 4.3.4, respectively. Finally, Section 4.3.5 describes the inference procedure at object level.

### 4.3.1. Polygon Shape Representation

Polygons are stored in vector format in the geospatial database. In order to consider the shape in a CNN, a raster representation of the resolution having the same GSD as the input images has to be prepared. In this thesis, two ways of generating this representation are compared. The first one consists of a binary mask in which a value of 255 indicates that a pixel belongs to the object, whereas pixels outside of the polygon are set to 0 (see Fig. 4.5). This type of representation is referred to as polygon mask. If this method is used, the binary mask is an additional input presented to the CNN. The second representation extracts the image data and land cover information and replaces the area outside the polygon by a predefined background color or pattern. In this case, no additional input is used by the CNN. In this way, the polygon shape is represented by the transition between image data and the background. The predefined background can be any color or pattern which has a contrast to the image data. This type of representation is referred to as implicit polygon representation. Compared to a polygon mask, the implicit representation loses the context information surrounding an object, which may affect the performance in a negative way.

![Figure 4.6: A land use object in implicit representation with black (left) and Gaussian background (right). Inside the polygon, only RGB data is shown.](image)

With respect to implicit polygon representation, two kinds of background are compared in this thesis (cf. Fig. 4.6):

1. Black, i.e. the grey values of all bands are set to 0;
2. Gaussian noise. In this case, the grey value of each pixel in each band is $128 + v$ where $v \sim N(0, \sigma^2)$ is drawn from a Gaussian distribution with expectation of 0 and variance of $\sigma^2$. In this thesis, $\sigma = 27$ has been selected
For both representations, the total number of input bands can be formulated as \( N_{\text{input}} = N_{\text{shape}} + N_{\text{DOP}} + N_{3D} + N_{LC} \). If the representation is a polygon mask, \( N_{\text{shape}} = 1 \), whereas \( N_{\text{shape}} = 0 \) for the case of implicit polygon representation. The number of bands of the DOP is \( N_{\text{DOP}} = 4 \) for multi-spectral images having RGB and NIR bands. \( N_{3D} = 1 \) if there is height data (DSM or nDSM). \( N_{LC} \) corresponds to the number of land cover classes, which is dataset dependent.

### 4.3.2. Patch Preparation

Independently from the shape representation of a polygon, two strategies are proposed for patch preparation, i.e. for the creation of regular-sized patches for the CNN. The first strategy, tiling, preserves the original image resolution, which implies that large polygons have to be split into smaller patches. The second strategy, scaling, rescales the polygons so that they fit into the input window of the CNN. Furthermore, the patches generated from both strategies can be combined, which is referred to as combination of tiling and scaling.

#### 4.3.2.1. Tiling

Using the tiling strategy, the first step is to check whether a polygon fits into a window of 256 x 256 pixels at the resolution of the original data. If this is the case, such a window is placed over the polygon so that the polygon center coincides with the center of the window, resulting in one tile. Such polygons are referred to as small polygons in this thesis. In contrast to small polygons, a large polygon does not fit into a single patch. Such polygons are split into a series of tiles of 256 x 256 pixels with an overlap of 50\% in both directions.

For each tile, the proportion of its area that is inside the database object is checked. If this proportion is smaller than a threshold (set to 10\% of the area of this tile), the tile will be excluded. This may still lead to a large number of tiles for large polygons. If more than \( N_{\text{min}} \) tiles remain after this procedure, 40\% of them are randomly selected for being classified by the CNN to reduce the computational burden. \( N_{\text{min}} = 3 \) is applied in all experiments. Fig. 4.7 shows a tiling example of a very large road objects.

#### 4.3.2.2. Scaling

The tiles created by the approach in Section 4.3.2.1 preserve the original resolution of the images. However, one problem is that the shape information of large polygons is lost. To solve this problem in the scaling approach, all polygons are rescaled to the CNN input size to preserve the shape information. In addition, there is another problem for small polygons if tiling is used for patch generation. If a small polygon covers only a small portion (e.g. 10\%) of the area of a patch, the CNN input will be dominated
by the surroundings, possibly leading to misclassification. To solve this problem, in the scaling approach small polygons are scaled to the CNN input size using multiple scales, and each time different a context window is extracted.

![Diagram showing the process of tiling a large road object in one of the test datasets. Only the binary object mask representing the object shape and the RGB orthophoto are shown here to explain the principle, but the extracted tiles would contain all data mentioned in the main text.]

Figure 4.7: Example for tiling a large road object in one of the test datasets. Only the binary object mask representing the object shape and the RGB orthophoto are shown here to explain the principle, but the extracted tiles would contain all data mentioned in the main text.

If the scaling approach is used for small polygons, a scale \( \alpha_0 = 1 \) is defined so that the original input at the GSD of input image is used. Furthermore, the input data are scaled such that the object fits exactly into a window of the input size of the CNN, using the scale:

\[
\alpha_1 = \frac{256}{\max(W,H)}
\] (4.6)

On the basis of \( \alpha_1 \), other scales \( \alpha_k \) are computed for \( k \in \{2, 3, 4, 5\} \):

\[
\alpha_k = \frac{1}{2^{k-1}} \cdot \alpha_1
\] (4.7)

The minimum scale that can be considered is \( \frac{1}{16} \cdot \alpha_1 \). However, scales \( \alpha_k < 1 \) are not used. Thus, the number of scales applied for an object depends on the object size. For each scale \( \alpha_k \), a window centered at the object center is extracted from the input data and up-scaled to 256 x 256 pixels. In the upscaling process, the binary mask images are interpolated via nearest neighbor interpolation; for all other data, bilinear interpolation is applied. Fig. 4.8 shows an example of a small polygon with patches at multiple scales.
4.3.2.3. Combination of tiling and scaling

The patches generated by the tiling and scaling approaches are supposed to be complementary for the hierarchical land use classification. Two strategies for their combination are proposed in this thesis. The first one is a combination at the prediction stage. In this case, two CNNs are trained, i.e. one for each patch generation method, and their predictions are combined via an ensemble method which will be explained in Section 4.3.5. The second way is to combine all patches generated by tiling and patches of small polygons. These combined set of patches is used to train the; this approach is referred to as
COM-TS. In both combination strategies, one common main purpose is to investigate whether the multi-scaling approach could improve the classification of small polygons.

4.3.3. Network Architecture

In this section, the networks used for land use classification are introduced. Firstly, the base network LuNet-lite is introduced, which was developed for the purpose of classification at one semantic level. Subsequently, a multi-task learning network based on LuNet-lite is presented, referred to as LuNet-lite-MT, which classifies one input patch into categories at multiple semantic levels. Finally, on the basis of LuNet-lite-MT, the approach for achieving consistency with the class hierarchy is proposed.

4.3.3.1. Base Network for Mask Representation: LuNet-lite

LuNet-lite is based on VGG-16, because the latter delivers promising results in most vision tasks. However, previous experiments have shown that reducing the number of parameters to a certain degree reduces overfitting, but can still maintain classification accuracy (Yang et al., 2021). Compared to about 53 million of trainable parameters in VGG-16, LuNet-lite only requires about 1 million trainable parameters.

LuNet-lite predicts one land use label for an input patch generated in the way described in Section 4.3.2. It consists of four main convolutional blocks before splitting into two branches, the outputs of which are combined at the end (cf. Fig. 4.9). Each of the main convolutional blocks consists of three convolution layers followed by BN and ReLU, and a pooling layer with window of 2 x 2 and stride of 2 is appended to the last convolution layer. For each convolution operation, zero padding is used to keep the spatial resolution of the output identical to the one of the input. The upper branch starts with a max pooling layer, the aim of which is to extract features that are representative for the entire input image. Due to the variations of the size and position of the polygons inside the images, a second branch is proposed that just uses a region of interest (ROI) of the input image, i.e. a rectangle aligned with the image grid that tightly encloses the polygon, thus focusing on the most relevant regions in the image. As the size of the ROI varies, the output of the last common convolutional block inside the ROI is resized to a fixed size of 16 x 16 by bilinear interpolation (cf. Fig. 4.10). At the end of each branch, the spatial resolution of the feature maps is 8 x 8. An average pooling layer with a window of 8 x 8 is used to obtain a 64-dimentional feature vector. Finally, the feature vectors of both branches are concatenated to obtain a 128-dimensional feature vector, denoted as $f^{LU}$, which is the input to the final FC layer that delivers a vector of class scores \( z_{LU} = \left( z_{LU}^1, ..., z_{LU}^M \right)^T \), where \( C_{LU} \in C_{LU} = \{ C_{LU}^1, ..., C_{LU}^M \} \) is one of \( M \) land use classes and \( z_{LU}^c \) is the class score of an image in a mini-batch \( X \) for class \( C_{LU}^c \). To obtain a probabilistic class score, the softmax function (eq. 4.8) is applied to the final vector of class scores:
\[ P(C_{LU}|X) = \text{softmax}(z_{LU}, C_{LU}) = \frac{\exp(z_{LU})}{\sum_{i=1}^{M_i} \exp(z_{LU})} \] (4.8)

### 4.3.3.2. LuNet-lite with Multi-Task Learning

On the basis of LuNet-Lite another network architecture, referred to as LuNet-lite-MT, is introduced. This network variant is able to classify an input object at multiple semantic levels.

Fig. 4.11 presents the extension of LuNet-lite required to obtain the multi-task learning network LuNet-lite-MT for \( B = 3 \) semantic levels. The 128-dimensional feature vector \( f^{LU} \) generated by the base network LuNet-Lite is passed on to \( B = 3 \) classification heads, each delivering a feature vector having a dimension corresponding to the number of categories to be discerned in that level. At category level \( l \), a feature vector \( z_{LU}^l = (z_{LU,1}^l, \ldots, z_{LU,M_l}^l)^T \) for the \( M_l \) classes \( C_{LU,c}^l \in \{C_{LU,1}^l, ..., C_{LU,M_l}^l\} \) of the set of land use classes is obtained via a fully connected layer processing the vector \( f^{LU} \). These vectors \( z_{LU}^l \) of all semantic levels form the input for the multi-task classification head, which applies a specific information flow for learning the semantic relationships of the categories of different levels implicitly. In the first layer, information flows from the coarser to the finer levels, whereas in the second layer, the information flow is reversed. The scheme of the information flow is inspired by the work of (Hu et al., 2016), though embedded in a completely different context and expanding the degree of interaction between the individual semantic levels.

![Figure 4.9: The architecture of LuNet-lite. The input data of object mask, RGB and land cover posteriors is only an example, as it can vary between different network variants. The number of kernels is shown underneath each convolution block.](image-url)
The first layer of the classification head determines intermediate vectors \( z_{LU}^{\text{mid}1} \) at each level \( l \). For \( l > 1 \), they are based on the output of the previous network layer for all coarser levels and for the same one; otherwise \( (l = 1) \), the scores are just copied, as presented in eq. 4.9.

\[
z_{LU}^{\text{mid}1} = \begin{cases} 
\sum_{i=1}^{l} \theta_i^l \cdot \text{ReLU}(z_{LU}^i), & \text{if } l > 1 \\
 z_{LU}^l, & \text{if } l = 1
\end{cases}
\]  

(4.9)

In eq. 4.9, \( \theta_i^l \) are the trainable parameters to be learned for that layer. The second layer of the classification head determines the final vectors \( z_{LU}^{\text{out}1} \) for every level \( l \). Whereas for the finest level \( (l =

Figure 4.10: ROI location (red rectangle).

Figure 4.11: Extension of the architecture of LuNet-lite to obtain LuNet-lite-MT for \( B = 3 \) semantic levels (from I/coarsest to III/finest). \( f^{LU} \) is the feature vector determined by LuNet-lite (cf. Fig. 4.9). For the explanation of the mathematical symbols, please refer to the main text.
these scores are just copies of the intermediate ones, the others (i.e. \( l < B \)) receive input from all finer levels and from the same one:

\[
\mathbf{z}_{LU}^{\text{out},l} = \begin{cases} 
\sum_{j=1}^{B} \rho_j^l \cdot \text{ReLU}(\mathbf{z}_{LU}^{\text{mid},l}), & \text{if } l < B \\
\mathbf{z}_{LU}^{\text{mid},l}, & \text{if } l = B 
\end{cases}
\]  

(4.10)

In eq. 4.10, \( \rho_j^l \) are the trainable parameters of that layer. As it is assumed that the vectors at each level are related to those at other levels due to the hierarchical relationship of the labels. By determining the parameters of these FC layers, the CNN is expected to learn the hierarchical semantic relations between the semantic levels to a certain degree. However, the consistency of the result with the class hierarchy is not guaranteed. Finally, the vectors \( \mathbf{z}_{LU}^{\text{out},l} \) of eq. 4.10 are normalized by a softmax function to obtain values that can be interpreted as posteriors. The probabilistic class scores of class \( C_{LU,c}^l \) at level \( l \) is:

\[
P(C_{LU,c}^l | X) = \text{softmax}(\mathbf{z}_{LU}^{\text{out},l} , C_{LU,c}^l) = \frac{\exp(\mathbf{z}_{LU}^{\text{out},l,c})}{\sum_{m=1}^{M_l} \exp(\mathbf{z}_{LU}^{\text{out},l,m})}
\]  

(4.11)

4.3.3.3. Achieving Consistency with the Class Hierarchy

One problem of LuNet-lite-MT is that it does not guarantee consistency of the predictions with the class hierarchy. In this thesis, two approaches to achieve this consistency are proposed. The first one considers the constraints imposed on the class labels by the hierarchical object catalogue during training and inference on the basis of LuNet-lite-MT, whereas the second one applies a post-processing step to the predictions at the finest level delivered by LuNet-lite. In this section, both network variants are presented.

In the first scenario, LuNet-lite-MT delivers predictions of multiple class labels corresponding to different semantic levels simultaneously while considering semantic dependencies as they were learned from the training samples. However, there is no guarantee for the predictions to be consistent with the object catalogue hierarchy. To achieve consistency, a so-called joint optimization (JO) strategy is proposed to obtain the most probable set of class labels that is consistent with the class hierarchy based on the output of the multi-task head. The network employing the JO strategy on the basis of LuNet-lite-MT is referred to as LuNet-lite-JO (the abbreviation MT is omitted for the sake of simplicity).

Using the JO strategy, the combined class scores for all possible combinations of classes at different semantic levels is computed. Given the hierarchical class structure, a set of class labels that is consistent with that class structure is a \( B \)-tuple of class labels (a triple in the case of this thesis with \( B = 3 \)) that corresponds to all labels along a path through the tree representing the class structure for one of the classes of level III (cf. the dark red path in Fig. 4.12). There are \( M_B \) valid tuples \( T_i = \{ C_{LU,i}, C_{LU,j}, C_{LU,k} \} \), one per class label differentiated at the finest level \( B \) of the hierarchy, where \( C_{LU,i} \) is the class label of
the \( i \)th tuple at level \( l \). For each input image \( X_k \) and each tuple \( T_i \), the joint class scores for the image to correspond to that tuple is computed according to:

\[
P_{\text{joint}}^{i,k}(T_i, X_k) = \prod_{l=1}^{B} P(C_{LU,i}^{l}|X_k)
\]  

(4.12)

where \( P(C_{LU,i}^{l}|X_k) \) is the output of the softmax function (eq. 4.11) for class \( C_{LU,i}^{l} \) at the semantic level \( l \). The classification output for an image \( X_k \) is the tuple \( T_i \) that maximises the joint class scores according to eq. 4.12. The JO strategy is illustrated in Fig. 4.12.

In the second scenario, a post-processing strategy called fine-to-coarse (F2C; cf. the blue path in Fig. 4.12) is applied to the predictions at the finest level \( B \) delivered by \textit{LuNet-lite}: starting from the prediction at the finest level, the ancestor classes of that prediction at coarser levels are the corresponding predictions for the input patch. The F2C strategy also guarantees the consistency with class hierarchy of the final prediction. This variant is referred to as \textit{LuNet-lite-F2C}, which is compared to the proposed JO strategy in the experiments.

**Figure 4.12:** Illustration of the JO strategy and the F2C strategy using an example in which labels are predicted at three semantic levels. The lines indicate hierarchical relations between classes. Numbers underneath the class names give the posterior probabilities. Strategy JO selects the tuple of class labels consistent with the hierarchy that has the highest joint class score (dark red). \( a, b \): labels at level I; \( a1, ..., b2 \): labels at level II; \( a11, ..., b21 \): labels at level III. Strategy F2C uses the predictions at the finest level to control the predictions at coarser levels (blue). Joint: joint class scores

\[\begin{align*}
\text{Joint} & \quad 0.005 & 0.005 & 0.039 & 0.003 & 0.006 & 0.003 & 0.086 \\
\end{align*}\]

4.3.3.4. **Network Architecture for Implicit Representation**

So far, all network variants rely on the ROI branch, which is supposed to extract helpful information in a relevant but small context. For implicit polygon representation, the area surrounding the polygon
does not provide useful context information. Consequently, the ROI branch, expanded to focus on the relevant area of a polygon, is not relevant. Fig. 4.13 shows the differences of the context region between the mask and the implicit polygon representations for a settlement object.

For patches based on implicit polygon representation, the ROI branch of all network variants is thus removed (cf. Fig. 4.14). As the purpose of using implicit polygon representation is to investigate how the representation of the polygons affects the classification, and because the main contribution in this thesis is the proposed JO strategy for hierarchical land use classification, only the network *LuNet-lite-JO* is adapted by removing the ROI branch, resulting in the network variant *LuNet-lite-BG-JO*. It has to be noted that the feature vector \( f^{LU} \) forming the input for classification head (cf. Fig. 4.11) is 64-dimensional instead of 128-dimensional in this variant.

![implicit polygon representation with black background](image)

![polygon mask](image)

**Figure 4.13:** Difference between implicit polygon representation with black background (top) and polygon mask (bottom). Red rectangle: extraction of the ROI.

![RGB pixel-wise class scores](image)

**Figure 4.14:** Architecture of *LuNet-lite-BG-JO*. The interpretation of the colours is the same as the one presented in Fig. 4.9. The block for learning semantic dependencies has the same configuration as the one presented in Fig. 4.11.
4.3.4. Training

In this section, the loss functions used for network training are presented. All trainable parameters (the weight matrices of all convolution kernels and the corresponding biases, the weights from FC layers) are learned from training data. Training of all network variants relies on SGD and step learning policy, and weight decay is used for regularizing trainable parameters (cf. eq. 2.10).

4.3.4.1. LuNet-lite

For this network, the loss function to be optimized during training is the extended focal loss (eq. 4.13), because there is the problem of imbalanced class distribution. The extended focal loss is supposed to mitigate that problem to a certain degree, similarly to the loss function proposed for FuseNet-lite.

\[
L_{LU} = -\frac{1}{\Omega} \sum_{c,k} y_{LU}^k \cdot \left(1 - P(C_{LU}^c|X_k)\right)^{\epsilon} \cdot \log(P(C_{LU}^c|X_k))
\]  

(4.13)

In eq. 4.13, \(X_k\) is the \(k^{th}\) image in a mini-batch, \(\Omega\) is the number of images in a mini-batch, and \(y_{LU}^k\) is 1 if the training label of \(X_k\) is \(C_{LU}^c\) and 0 otherwise. The probabilistic class score \(P(C_{LU}^c|X_k)\) is determined according to eq. 4.8. The parameter \(\epsilon\) is the hyper-parameter to control the influence of the penalty term (corresponding to \(\gamma\) in eq. 4.5).

4.3.4.2. LuNet-lite-MT

The loss function to train this multi-task learning network is an expansion of the extended focal loss in eq. 4.13. In this network variant, the class labels at all semantic levels are considered to be independent from each other, thus, the loss is the sum of the losses at each semantic level based on eq. 4.13.

\[
L_{LU}^{MT} = -\frac{1}{\Omega} \sum_{l,c,k} y_{c}^{lk} \cdot (1 - P(C_{LU,c}^l|X_k))^{\epsilon} \cdot \log\left(P(C_{LU,c}^l|X_k)\right)
\]  

(4.14)

In eq. 4.14, \(y_{c}^{lk}\) is 1 if the training label of \(X_k\) is \(C_{LU,c}^l\) at level \(l\) and 0 otherwise. The probabilistic class score \(P(C_{LU,c}^l|X_k)\) is determined according to eq. 4.11. \(X_k\) and \(\Omega\) have the same meaning as in eq. 4.13.
4.3.4.3. *LuNet-lite-JO* and *LuNet-lite-BG-JO*

For these two network variants, the constraints imposed on the class labels by the hierarchical object catalogue are considered during training. To achieve this goal, a novel loss function $L_{LU}^{JO}$ consisting of two components $L_{LU}^{JO,P1}$ and $L_{LU}^{JO,P2}$ is proposed:

$$L_{LU}^{JO} = L_{LU}^{JO,P1} + L_{LU}^{JO,P2}$$  \hspace{1cm} (4.15)

The joint probabilities $P_{joint}^{i,k}(T_i, X_k)$ (eq. 4.12) of the hierarchical tuples matching the ground truth are maximized in training, which is considered by the first term in eq. 4.15.

$$L_{LU}^{JO,P1} = -\frac{1}{n} \sum_k \sum_{\ell} M_B y_i^{B,k} \cdot (1 - P_{joint}^{i,k}(T_i, X_k))^\epsilon \cdot \log \left( P_{joint}^{i,k}(T_i, X_k) \right)$$  \hspace{1cm} (4.16)

At the same time, the joint probabilities of the incorrect tuples are minimized, which leads to the second loss function term:

$$L_{LU}^{JO,P2} = -\frac{1}{n} \sum_k \sum_{\ell} M_B (1 - y_i^{B,k}) \cdot (P_{joint}^{i,k}(T_i, X_k))^\epsilon \cdot \log(1 - P_{joint}^{i,k}(T_i, X_k))$$  \hspace{1cm} (4.17)

In eqs. 4.16 and 4.17, $y_i^{B,k}$ is 1 if tuple $i$ is the ground truth label of image $X_k$ at the finest level $B$ and 0 otherwise. Thus, it identifies the correct tuple $T_i$. In addition, the focal-loss-style penalty term used in eq. 4.13 is also introduced in both eqs. 4.16 and 4.17, with the goal of mitigating the problem of imbalanced class distribution to a certain degree.

4.3.5. *Inference at Object Level*

All mentioned network variants are used to predict class labels for an input image patch of 256 x 256 pixels. For a polygon that has exact one patch, the prediction of its patch directly delivers the prediction of that object. This case corresponds to small polygons that fit the patch size if the tiling approach is used to generate patches or to large polygons if the scaling approach is applied for that purpose. Otherwise, the polygon has multiple patches, which is the case for large polygons if the tiling approach is used, for small polygons if the scaling approach is used for patch generation and for all polygons if the combination of tiling and scaling approach is applied. For this case, the inference at object level differs between the network variants:

- **Variant LuNet-lite-F2C**: the product of the class scores at the finest level of all patches belonging to a polygon is computed and used to select the most probable class for the compound object for
After the prediction at the finest level $B$ is determined, the F2C strategy is applied to obtain the predictions at coarser levels for the compound object.

- **Variant LuNet-lite-MT:** the product of the class scores from all patches belonging to a polygon is computed and used to select the most probable class for the compound object at each semantic level independently. It has to be noted that the final prediction does not guarantee the consistency with the class hierarchy.

- **Variant LuNet-lite-JO and LuNet-lite-BG-JO:** First, the products of the class scores of the individual patches are computed for all semantic levels. This results in a vector of combined probabilistic class scores for every class at every semantic level. Afterwards, the joint scores of all consistent tuples of class scores (eq. 4.12) are computed by using the combined class scores, and the tuple that maximises this joint class score is selected as the prediction for the compound object.

- **Ensemble:** some variants of the method proposed in this thesis are based on the combination of the outputs of an ensemble of different network variants. Given the class scores delivered by these network variants for a polygon, the product of the class scores at each semantic level is computed. Subsequently, the joint scores of all consistent tuples are computed and the tuple having the maximum is selected as the prediction of that polygon.
5. Datasets and Test Setup

In this chapter the datasets used for the experiments in this thesis and the experimental setup are introduced. Section 5.1 describes the datasets. Section 5.2 presents the evaluation metrics used in this thesis and in Section 5.3 the experimental setups for land cover and land use classification are presented, where the scientific questions to be answered by the experiments are raised. The experiments and the evaluation of the results are presented in Chapter 6.

5.1. Datasets

Five datasets are used to perform experiments: Hameln, Schleswig, Mecklenburg-Vorpommern (referred to as MV in the remainder), Vaihingen and Potsdam. The first three datasets (Hameln, Schleswig, MV) are used for both land cover and land use classification. The Vaihingen and Potsdam datasets, published by the International Society for Photogrammetry and Remote Sensing (ISPRS) in the context of the 2D semantic labeling challenge (Wegner et al., 2015), are used to compare the proposed CNN for land cover classification to state-of-the-art methods. Tab. 5.1 presents an overview of these datasets and their application scenarios.

<table>
<thead>
<tr>
<th>spectral bands</th>
<th>Hameln</th>
<th>Schleswig</th>
<th>MV</th>
<th>Vaihingen</th>
<th>Potsdam</th>
</tr>
</thead>
<tbody>
<tr>
<td>height model</td>
<td>DSM, DTM</td>
<td>DSM, DTM</td>
<td>DSM</td>
<td>nDSM</td>
<td>nDSM</td>
</tr>
<tr>
<td>#test image</td>
<td>1</td>
<td>1</td>
<td>256</td>
<td>33</td>
<td>38</td>
</tr>
<tr>
<td>size [km²]</td>
<td>12</td>
<td>36</td>
<td>64</td>
<td>~1.6</td>
<td>3.4</td>
</tr>
<tr>
<td>size [pixel]</td>
<td>10000 x 30000</td>
<td>30000 x 30000</td>
<td>5000 x 5000</td>
<td>~2000 x 2500</td>
<td>6000 x 6000</td>
</tr>
<tr>
<td>GSD [cm]</td>
<td>20</td>
<td>20</td>
<td>10</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>capture time</td>
<td>Spring 2010</td>
<td>Summer 2013</td>
<td>August 2016</td>
<td>August 2008</td>
<td>September 2015</td>
</tr>
<tr>
<td>used in LC?</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>used in LU?</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

Table 5.1: Overview of the five datasets. LC: land cover classification; LU: land use classification; DSM: digital surface model; nDSM: normalized digital surface model; DTM: digital terrain model; R: red band, G: green band; B: blue band; NIR: near infrared band. GSD: ground sampling distance. #test image: number of test images. ✓: Yes; ✗: No.
5.1.1. Hameln

This dataset was captured over the city of Hameln, Lower Saxony, Germany, in spring 2010. It covers mainly urban areas, e.g. residential areas with detached houses, densely built-up areas or industrial areas, but there are also rural areas including forest, cropland and grassland. The river Weser crosses the area as well. The whole test site covers an area of 2 × 6 km². In this dataset, high-resolution orthophotos with a GSD of 20 cm in four spectral bands (RGB-NIR), a digital terrain model (DTM) and a digital surface model (DSM) are available (cf. Tab. 5.1). The original aerial images and the DTM were provided by the Landesamt für Geoinformation and Landesvermessung Niedersachsen (LGLN). The DSM was generated from the aerial images by dense image matching. In all experiments in Hameln, a normalized digital surface model (nDSM), which is created by subtracting the DTM from the DSM, is used. Fig. 5.1 shows the RGB orthophoto of the whole area of Hameln.

To evaluate the results of land cover classification, a reliable reference at pixel level is required. This reference was generated by manually labeling 37 representative areas (red boxes in Fig. 5.1), each having a size of 1000 x 1000 pixels (corresponding to 200 x 200 m²), covering areas of urban and rural characteristics. The eight land cover classes to be discerned are building, sealed area (sealed.), soil, grass, tree, water, car and clutter. One of the areas for which land cover labels are available is shown in Fig. 5.2. The figure shows the RGB image, the nDSM and the reference labels. Additionally, this reference, referred to as full reference, is eroded by a circular disc of a radius of 3 pixels, so that the pixels near object boundaries can be excluded in the evaluation, which results in an eroded reference. Using the eroded reference and the full reference it is possible to evaluate the quality of the classification of pixels near the object boundaries.

Figure 5.1: Overview of the Hameln dataset (12 km²). Red boxes: Labeled regions for land cover classification, resulting in a total labeled area of about 1.5 km².

The upper part of Fig. 5.3 shows the class distribution of all categories, which is not balanced. To describe the degree of the imbalance of the distribution, the so-called imbalance degree is introduced which is defined in eq. 5.1 following Johnson and Khoshgoftaar (2019):
\[ \rho_{\text{im}} = \frac{\#\text{Class}_{\text{MAX}}}{\#\text{Class}_{\text{MIN}}} \]  

(5.1)

Here, \#Class_{MAX} denotes the number of samples of the class having the maximum amount of samples whereas \#Class_{MIN} denotes the number of samples of the class having the minimum amount of samples. In Hameln, the imbalance degree of the land cover classes is \( \rho_{\text{im}} = 44.7 \).

The reference for evaluating land use classification was provided by the LGLN and was extracted from ALKIS (Amtliches Liegenschaftskatasterinformationssystem; AdV, 2008). ALKIS provides the land use of each object according to a hierarchical object catalogue. It has to be noted that the reference has been checked and corrected by experts, so that its correctness is guaranteed. In this thesis, a differentiation of categories at three semantic levels in line with that object catalogue is pursued. Due to the fact that some of the land use categories do not have sufficient training samples, some categories at the same semantic level of the original catalogue are merged. There are 4 classes at level I, 14 classes at level II and 21 classes at level III for 2945 polygons in Hameln. The lower part of Fig. 5.3 presents the class distribution at all semantic levels, and the corresponding classes and the number of objects at the finest level are presented in Tab. 5.2. Clearly, the distribution of the classes is not balanced. The imbalance degrees are \( \rho_{\text{im}} = 23.2 \) at level I, \( \rho_{\text{im}} = 112.4 \) at level II and \( \rho_{\text{im}} = 105.6 \) at level III.

![RGB orthophoto, nDSM, reference](image)

**Figure 5.2:** An example of a labeled area in Hameln with the RGB orthophoto, the nDSM and the corresponding full reference, each having size of 1000 x 1000 pixels. In the labeled image, each color indicates a land cover class.

### 5.1.2. Schleswig

The Schleswig dataset is provided by the Landesamt für Vermessung und Geoinformation Schleswig-Holstein (L VermGeo SH). It was acquired over the town Schleswig and its surroundings in Schleswig-Holstein, Germany, in summer 2013, covering an area of 6 x 6 km². Unlike the Hameln
dataset, the main characteristic of Schleswig is rural, dominated by cropland, grassland and forest. However, there are also some urban structures, for instance several small villages, a small town center.

![Figure 5.3: Class distribution of the dataset Hameln. Top: eight land cover categories; bottom: land use categories at three semantic levels. Here, only the numerical class IDs are shown on the X-axis for lack of space. The corresponding names are given in Tab. 5.2.](image-url)
<table>
<thead>
<tr>
<th>level I</th>
<th>level II</th>
<th>level III</th>
<th>#Hameln</th>
<th>#Schleswig</th>
<th>#MV</th>
</tr>
</thead>
<tbody>
<tr>
<td>settlement [1]</td>
<td>residential (res. [1])</td>
<td>residential in use (res. use [1])</td>
<td>528</td>
<td>803</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>extended residential (ext. res. [2])</td>
<td>34</td>
<td>61</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mixed usage (mix) [3]</td>
<td>mixed usage (mix) [6]</td>
<td>9</td>
<td>127</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>special usage (special) [4]</td>
<td>special usage (special) [7]</td>
<td>135</td>
<td>207</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>park [9]</td>
<td>299</td>
<td>365</td>
<td>145</td>
</tr>
<tr>
<td></td>
<td></td>
<td>traffic guided area (traf.area) [11]</td>
<td>134</td>
<td>75</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>path &amp; way (path) [7]</td>
<td>path &amp; way (path) [12]</td>
<td>477</td>
<td>287</td>
<td>238</td>
</tr>
<tr>
<td></td>
<td>parking lot (park.lot) [8]</td>
<td>parking lot (park.lot) [13]</td>
<td>91</td>
<td>76</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>garden / fallow land (garden) [15]</td>
<td>100</td>
<td>440</td>
<td>312</td>
</tr>
<tr>
<td></td>
<td>forest [10]</td>
<td>hardwood or softwood (h/s.wood) [16]</td>
<td>33</td>
<td>154</td>
<td>206</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hardwood and softwood (h&amp;s.wood) [17]</td>
<td>15</td>
<td>134</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>moor or swamp (moor) [12]</td>
<td>moor or swamp (moor) [19]</td>
<td>31</td>
<td>116</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>stagnant water (stag.wat.) [14]</td>
<td>stagnant water bodies (stag.wat.bo.) [21]</td>
<td>40</td>
<td>12</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 5.2: Hierarchical land use class structure and statistics about the distribution of objects in Hameln, Schleswig and MV. The class labels are given at three semantic levels (I-III) according to (AdV, 2008). Abbreviations that are used in the remainder of this thesis are shown in parentheses () and numerical class IDs in each level are shown in brackets []. The three rightmost columns give the number of land use objects of the given category in level III in the corresponding datasets.
In addition to the mentioned structures, lakes, creeks and a small part of the sea are also included in this area. Fig. 5.4 shows the RGB orthophoto of Schleswig. Like in Hameln, a multi-spectral DOP, a DSM and a DTM are available for Schleswig. The DOP consists of 4 bands, i.e. R, G, B and NIR, with a GSD of 20 cm. The DSM was generated from the aerial images by dense image matching. By subtracting the DTM from the DSM, a nDSM is generated and used for all experiments using the Schleswig dataset. For land cover classification, a pixel-wise reference was generated by manually labeling 26 selected areas of both urban and rural characteristics (red boxes in Fig. 5.4). Each selected area has a size of 1000 x 1000 pixels (i.e. 200 x 200 m$^2$). The class structure for land cover classification is the same as in Hameln. One of the areas for which land cover labels are available is shown in Fig. 5.5. The figure shows the RGB image, the nDSM and the reference label image. Like in Hameln, this reference, referred to as full reference, is eroded by a circular disc of a radius of 3 pixels to obtain the eroded reference.

Figure 5.4: Overview of the Schleswig dataset (36 km$^2$). Red boxes: labeled areas for land cover classification, resulting in a total labeled area of about 1.1 km$^2$. 
The corresponding class distribution of land cover classes in the full reference is shown in the upper part of Fig. 5.6. Obviously, the distribution of the classes is not balanced. The corresponding imbalance degree is $\rho_{im} = 39.3$, which is similar to the one of the Hameln dataset.

There is also ALKIS data provided by LVERmGeo SH, which was checked and corrected by experts and serves as reference for evaluating the land use classification. The hierarchical class structure is identical to the one used in Hameln, and it is also shown in Tab. 5.2 along with the number of objects at the finest level. In Schleswig there are 4345 polygons in a total. The lower part of Fig. 5.6 presents the class distribution at all semantic levels. Clearly, the class distribution is not balanced, and the imbalance degrees are $\rho_{im} = 13.2$ at level I, $\rho_{im} = 21.1$ at level II and $\rho_{im} = 20.6$ at level III, lower than the ones of the Hameln dataset at each corresponding level.

Comparing the RGB orthophotos in Fig. 5.1 and Fig. 5.4, it is clear that there are differences between Hameln and Schleswig: deciduous trees have dense canopies in Schleswig, whereas this is not the case in Hameln. This is mainly caused by the different capturing seasons (spring in Hameln vs. summer in Schleswig). The difference in the distribution of the data of the same object types (e.g. trees and grass) indicates that there is a domain gap between both datasets. On the other hand, urban structures such as buildings and sealed areas share similar characteristics in appearance and structure.

![Figure 5.5: An example of a labeled area in Schleswig with the RGB orthophoto, the nDSM and the corresponding full reference, each having size of 1000 x 1000 pixels. Refer to Fig. 5.2 for the interpretation of the colors in the labeled image.](image)

### 5.1.3. Mecklenburg-Vorpommern (MV)

The MV dataset was provided by the Landesamt für innere Verwaltung Mecklenburg-Vorpommern (LaiV-MV). The data was captured in August 2016 and covers an area of 64 km² with a GSD of 10 cm. The characteristics of MV are very similar to Schleswig: rural structures are dominant, and there are some small villages. The area covered by vegetation (e.g. grass, tree) is similar in appearance to the one in Schleswig and different from the one in Hameln. LaiV-MV provided a multi-spectral DOP and a DSM generated by laser scanning. To evaluate land cover classification, 46 tiles were manually labeled,
resulting in a total area of 11.5 km$^2$ of labeled data. Fig. 5.7 presents the whole area of the MV dataset and the labeled areas.

Figure 5.6: Class distribution of Schleswig. Top: eight land cover categories; bottom: land use categories at three semantic levels. Only the numerical class IDs are shown on the X-axis. The class names are given in Tab. 5.2.
Figure 5.7: Overview of the MV dataset (64 km$^2$). Red boxes: labeled area for land cover classification. Each has a size of 5000 x 5000 pixels, resulting in a total labeled area of about 11.5 km$^2$.

In MV, the land cover class structure differs from the one in Hameln and Schleswig, which is caused by a larger diversity of the land cover types. The following ten land cover classes are distinguished: building, sealed area (sealed.), unpaved road (un.road), soil, crops, grass, tree, water, railway and clutter. One of the areas for which land cover labels are available is shown in Fig. 5.8. The figure shows the RGB image, the DSM and the reference label. Like in Hameln and Schleswig, this reference, referred to as full reference, is eroded by a circular disc of a radius of 3 pixels to obtain the eroded reference. The original labeled images have severe problem of class imbalance, because most of them are dominated by one single class (e.g. crops). To build a relatively balanced dataset, those images are split into tiles of 500 x 500 pixels, resulting in 4600 tiles. The tiles having only one class are excluded for further processing. Finally, 524 tiles remain for training and testing.
Figure 5.8: An example of a labeled area with the RGB orthophoto, the DSM and the corresponding full reference. Each image has a size of 5000 x 5000 pixels. Each color in the reference image indicates a land cover class.

The class distribution of the remaining tiles is shown in the upper part of Fig. 5.9, and the corresponding imbalance degree is $\rho_{im} = 16.8$.

LaiV-MV also provided ALKIS data to evaluate land use classification. Here, the hierarchical land use class structure is the same as the one in Hameln and Schleswig. Tab. 5.2 gives the class structure and the number of objects at the finest level in MV. There are 2840 polygons in MV. The lower part of Fig. 5.9 presents the class distributions at all semantic levels, and the imbalance degrees are $\rho_{im} = 1.6$ at level I, $\rho_{im} = 27.3$ at level II and $\rho_{im} = 57.4$ at level III. One can see that the four categories at level I have a very similar number of samples, thus, at this level there is a low degree of imbalance.

5.1.4. Vaihingen and Potsdam

The Vaihingen and Potsdam datasets are provided in the context of the ISPRS 2D Semantic Labeling Challenge. Both mainly consist of urban structures. As there is only a pixel-wise land cover reference, the datasets are only used for evaluation of land cover classification. In Vaihingen, there are 33 tiles available for training and testing, each having a size of about 2000 x 2500 pixels and assigned with a unique ID (see the top part of Fig. 5.10); in Potsdam, there are 38 tiles in total, each having a size of 6000 x 6000 pixels and also assigned with a unique ID (see the bottom part of Fig. 5.10).

Image data containing the NIR, R and G bands with a GSD of 9 cm are provided in Vaihingen, whereas the R, G, B and NIR bands with a GSD of 5 cm are provided in Potsdam. The images consisting of the NIR, R and G bands are called color infrared (CIR) images. In addition, nDSMs for both sites, generated from aerial images by dense image matching, are provided by Gerke et al. (2015).
Figure 5.9: Class distribution of MV. Top: ten land cover categories; bottom: land use categories at three semantic levels. Only the numerical class IDs are shown on the X-axis. The class names are given in Tab. 5.2.
For both datasets, the same land cover classes are to be discerned, namely *impervious surface (impervious), building, low vegetation (low veg.), high vegetation (high veg.), car and clutter*. Beyond the full reference of both datasets, an eroded reference is provided as well, which was generated by eroding the full reference with a circular disc of a radius of 3 pixels. The evaluation using both datasets based on the eroded reference is conducted to compare the results of the land cover classification method presented in this thesis with state-of-the-art methods. Fig. 5.11 presents examples of both datasets with CIR images, nDSMs and labeled tiles. Like in Hameln, Schleswig and MV, there is also the problem of class imbalance in both datasets. Fig. 5.12 presents the class distributions. The imbalanced degree is $\rho_{im} = 39.9$ in Vaihingen and $\rho_{im} = 57$ in Potsdam.
Figure 5.11: Examples for labeled areas with one CIR orthophoto, a nDSM and the corresponding full reference of Vaihingen (top) and Potsdam (bottom). Each color in the reference image indicates a land cover class.

Figure 5.12: Class distributions of Vaihingen and Potsdam.
5.2. Evaluation Metrics

The evaluation is based on the confusion matrix, which forms the basis for measuring the performance of an algorithm. In this matrix, each row represents the primitives of a reference class while each column represents the primitives of a predicted class. For a multiclass classification with $\mathbb{C} = \{C^1, \ldots, C^M\}$ classes, the element $c_{ij}$ is the number of primitives, i.e. pixels in land cover classification and polygons in land use classification, belonging to reference class $C^i$ which were classified as class $C^j$. Tab. 5.6 presents an example of a confusion matrix for $M = 3$:

<table>
<thead>
<tr>
<th>Classes: reference</th>
<th>$C^1$</th>
<th>$C^2$</th>
<th>$C^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C^1$</td>
<td>$c_{11}$</td>
<td>$c_{12}$</td>
<td>$c_{13}$</td>
</tr>
<tr>
<td>$C^2$</td>
<td>$c_{21}$</td>
<td>$c_{22}$</td>
<td>$c_{23}$</td>
</tr>
<tr>
<td>$C^3$</td>
<td>$c_{31}$</td>
<td>$c_{32}$</td>
<td>$c_{33}$</td>
</tr>
</tbody>
</table>

Table 5.6: Confusion matrix for the case of $M = 3$. The numbers on the main diagonal correspond to correct classifications.

The numbers in the main diagonal (i.e. $i = j$) correspond to the correct classification results, and the off-diagonal (i.e. $i \neq j$) elements correspond to misclassifications. On the basis of confusion matrix, the overall accuracy (OA) can be derived according to eq. 5.2:

$$OA = \frac{\sum_i c_{ii}}{\sum_i \sum_j c_{ij}} \cdot 100\% \quad (5.2)$$

The OA is the percentage of correctly classified primitives. To derive class-specific metrics, the precision and recall of a class are determined according to eq. 5.3 and eq. 5.4:

$$Precision_i = \frac{c_{ii}}{\sum_j c_{ji}} \cdot 100\% \quad (5.3)$$

$$Recall_i = \frac{c_{ii}}{\sum_i c_{ij}} \cdot 100\% \quad (5.4)$$

The F1 score is the harmonic mean of precision and recall:

$$F1_i = \frac{2 \cdot Precision_i \cdot Recall_i}{Precision_i + Recall_i} \quad (5.5)$$
Finally, the mean F1 score, denoted as mF1, for all classes is determined by using the F1 scores of all classes:

\[ mF1 = \frac{1}{M} \sum_{i=1}^{M} F1_i \]  

(5.6)

For all experiments, the determined quality measures are the overall accuracy, the F1 score for each category and the mean F1 scores. In land cover classification, OA and F1 scores are determined at pixel level whereas in land use classification they are determined at object level.

5.3. Experimental Setup

In this section the experimental setup for land cover classification (Section 5.3.1) and land use classification (Section 5.3.2) are described, which includes the data pre-processing, data augmentation and setup for the experiments to answer the corresponding scientific questions.

5.3.1. Land Cover Classification

For land cover classification, all datasets presented in Section 5.1 are used. The test setup for land cover classification is presented in Section 5.3.1.1. Section 5.3.1.2 gives an overview of all experiments. In Sections 5.3.1.3 - Section 5.3.1.7, the setup of a series of experiments is described, each designed to answer a specific set of scientific questions.

5.3.1.1. Test Setup

Previous experiments reported in (Yang et al., 2019) have shown that the image consisting of red, infrared and height data, referred to as RID image, is very well-suited to support pixel-wise land cover classification. For Hameln, Schleswig, Vaehingen and Potsdam datasets, RID images are created by combing the R, NIR and nDSM data. Because there is only a DSM available in MV, the RID images consist of the R, NIR and DSM data. The RGB and RID images of all datasets serve as the input of the proposed *FuseNet-lite* network, which requires an input of 256 x 256 pixels. However, the available images of all datasets are much larger than that. Therefore, large images need to be split into patches of 256 x 256 pixels.

For the Hameln, Schleswig and MV datasets, each large image (1000 x 1000 pixels in Hameln and Schleswig, 5000 x 5000 pixels in MV) is split into non-overlapping tiles of 500 x 500 pixels, resulting in 148, 104 and 524 smaller tiles, respectively. Subsequently, the tiles of 500 x 500 pixels are split into
four overlapping patches of size 256 x 256, corresponding to the input size. For the Vaihingen and Potsdam datasets, windows of 256 x 256 pixels with an overlap of 128 pixels in both spatial dimensions are extracted, resulting in 4426 and 50784 patches in Vaihingen and Potsdam, respectively.

For all datasets, the generated patches are augmented to enlarge the total amount of training patches. Firstly, all patches of 256 x 256 pixels are flipped horizontally and vertically, and then rotated by 90°, 180° and 270°. However, the resultant number of training patches is still small in Hameln, Schleswig, MV and Vaihingen. Two additional random rotations by an angle in [3°, 20°] for all patches generated so far are performed for these datasets. Finally, there are 14208, 9984, 53112 and 304704 patches in Hameln, Schleswig, MV, Vaihingen and Potsdam, respectively.

In the experiments for land cover classification, two test scenarios are differentiated. In a first set of experiments, the prediction variability of FuseNet-lite and the influence of the hyperparameters on the classification results are investigated. To achieve that goal, the Hameln and Vaihingen datasets are used. In Hameln, about 30% of the tiles of 500 x 500 pixels are selected as test data, 60% of the tiles are selected as training data and the remaining 10% of the tiles are used for validation. In Vaihingen, the division of training, validation and test data is presented in Tab. 5.3, which follows the setting in (Yang et al., 2021).

Second, to evaluate how well FuseNet-lite performs for each individual dataset, all datasets are used for training and testing. For the Hameln, Schleswig and MV datasets, 3-fold cross-validation is applied. The tiles of 500 x 500 are randomly split into three subsets of equal size, and in each test run, one subset is used for testing and other two subsets are used for training. It has to be noted that about 10% of all training tiles are selected to form a validation set in each test run. For Vaihingen and Potsdam, the division of training, validation and test data is presented in Tab. 5.3, following the previous experiments in (Yang et al., 2021). Training will be stopped if the training loss does not decrease for about 10 epochs.

In the inference procedure, the class labels for a patch of 256 x 256 pixels are predicted six times for the original image and variants that are flipped and rotated (90°, 180° and 270°) like the training images, and the final classification is based on the combined scores, which are obtained by multiplying the six probabilistic scores for every patch.

<table>
<thead>
<tr>
<th>Usage</th>
<th>IDs in Vaihingen</th>
<th>IDs in Potsdam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>1, 3, 11, 13, 15, 17, 21, 26, 28, 32, 34, 37</td>
<td>02-10, 02-12, 03-10, 03-11, 03-12, 04-11, 04-12, 05-10, 05-11, 05-12, 06-07, 06-08, 06-09, 06-11, 06-12, 07-07, 07-08, 07-09, 07-10, 07-11, 07-12</td>
</tr>
<tr>
<td>Validation</td>
<td>5, 7, 23, 30</td>
<td>02-11, 06-10, 04-10</td>
</tr>
<tr>
<td>Testing</td>
<td>2, 4, 6, 8, 10, 12, 14, 16, 20, 22, 24, 27, 29, 31, 33, 35, 38</td>
<td>02-13, 02-14, 03-13, 03-14, 04-13, 04-14, 04-15, 05-13, 05-14, 05-15, 06-13, 06-14, 06-15, 07-13</td>
</tr>
</tbody>
</table>

Table 5.3: The IDs of image tiles used for training, validation and testing in Vaihingen and Potsdam. Refer to Fig. 5.10 for an overview of the location of each tile.
5.3.1.2. Overview of all Experiments

In the context of land cover classification, there are some scientific questions to be answered by the experiments. An overview of all experiments is presented in Tab. 5.4. The research questions and the related sets of experiment are described in the corresponding sections.

<table>
<thead>
<tr>
<th>Experiment Set</th>
<th>Section</th>
<th>Used Dataset</th>
<th>Used Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variability-LC</td>
<td>5.3.1.3</td>
<td>Hameln; Vaihingen</td>
<td><strong>FuseNet-lite</strong></td>
</tr>
<tr>
<td>Hyper-LC</td>
<td>5.3.1.4</td>
<td>Hameln; Vaihingen</td>
<td></td>
</tr>
<tr>
<td>Learn-Skip</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No-Skip</td>
<td>5.3.1.5</td>
<td>MV; Hameln; Schleswig; Vaihingen; Potsdam</td>
<td><strong>FuseNet-lite-NoSkip</strong></td>
</tr>
<tr>
<td>Add-Skip</td>
<td></td>
<td></td>
<td><strong>FuseNet-lite-AddSkip</strong></td>
</tr>
<tr>
<td>ComHS-LC</td>
<td>5.3.1.7</td>
<td>Hameln; Schleswig</td>
<td><strong>FuseNet-lite</strong></td>
</tr>
<tr>
<td>ComVP-LC</td>
<td></td>
<td>Vaihingen; Potsdam</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: Overview of all experiments in the context of land cover classification. The explanation of each experiment set is presented in the corresponding section.

5.3.1.3. Prediction Variability of **FuseNet-lite**

When training a CNN, all trainable parameters are randomly initialized, and then their values are updated during training. Due to the random initialization, the final weights of the parameters will be different, which will have an impact on the final predictions for the same test data. This gives rise to one scientific question to be answered by experiments:

- When using the same training and test data, how large is the variability of the predictions made by **FuseNet-lite** due to its random initialization?

To investigate the variability of the results, ten experiments are run using the same training, validation and test data, corresponding to the set of experiments called Variability-LC in Tab. 5.4. The same hyperparameters are used for all experiments and they are shown in Tab. 5.5. In each experiment, all trainable parameters are initialized randomly. After obtaining multiple predictions on the same test data, means and standard deviations of OA and the mean F1 score are computed. It is expected that small standard deviations are good for the application. To conduct these experiments, the Hameln and Vaihingen datasets described Section 5.3.1.1 are used.
5.3.1.4. Impact of the Hyperparameter Settings

There are some hyperparameters of *FuseNet-lite* which are required to be set before training and which are not updated during training. Tab. 5.5 presents an overview of these hyperparameters. The values of some hyperparameters were set to values found empirically. This applies to the value of the weight of the regularization term $\lambda$, the decay factor for learning rate $\delta$, the total number of training epochs $E_{total}$, and the value of the decay epoch of learning rate $E_{decay}$. These parameters were fixed by using values found empirically.

The remaining hyperparameters (base learning rate $\eta$, mini batch size $\Omega$ and penalty term $\gamma$ of the proposed loss in eq. 4.5) are selected for investigation, so as to know to which degree they affect the classification performance. By a set of experiments described in Section 6.1.2, the following scientific questions should be answered:

a. How do the hyperparameters affect the classification performance of *FuseNet-lite*?

b. To what degree can the proposed focal loss contribute to the classification, in particular for the underrepresented classes? It has to be noted that, for $\gamma = 0$, the focal loss corresponds to the standard cross entropy loss.

As there is a large amount of possible combinations of the investigated hyperparameters, it is infeasible to run experiments for all combinations. Thus, a simplification is made: while investigating one hyperparameter, all other ones are set to default values, which are presented in Tab. 5.5. For the three hyperparameters, the values used in this test series are presented in Tab. 5.6. The Hameln and Vaihingen datasets described Section 5.3.1.1 are used for conducting these experiments. This set of experiments is called Hyper-LC in Tab. 5.4.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Default Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>base learning rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>mini batch size</td>
<td>10</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>the weight of the penalty term in eq. 4.5</td>
<td>1</td>
</tr>
<tr>
<td>$\delta$</td>
<td>decay factor of learning rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>weight for regularizing the trainable parameters</td>
<td>0.0005</td>
</tr>
<tr>
<td>$E_{decay}$</td>
<td>decay epoch interval of learning rate</td>
<td>15</td>
</tr>
<tr>
<td>$E_{total}$</td>
<td>total number of training epochs</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 5.5: The hyperparameters of *FuseNet-lite* with their default values applied for land cover classification.
Table 5.6: The hyperparameters to be investigated and the values used in the experiments.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Investigation Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>base learning rate</td>
<td>0.001; 0.01; 0.1; 1</td>
</tr>
<tr>
<td>( \Omega )</td>
<td>mini batch size</td>
<td>3; 5; 10; 15; 20</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>the weight of the penalty term in eq. 4.5</td>
<td>0.5; 0; 1; 2; 5</td>
</tr>
</tbody>
</table>

5.3.1.5. Effectiveness of the learnable Skip-Connections

One of the contributions of this thesis in the context of land cover classification is the development of the proposed learnable skip-connections, which are expected to lead to a better performance than the commonly used connections based on elementwise addition. In this regard, the scientific questions to be answered by experiments described in Section 6.1.3 are:

a. To which degree can the skip-connections contribute to the classification?

b. Is the performance increased by the proposed learnable skip-connections in comparison to skip-connections using elementwise addition?

c. Do skip-connections improve the identification of pixels near object boundaries?

To answer these questions, a series of experiments is conducted based on *FuseNet-lite, FuseNet-lite-AddSkip* and *FuseNet-lite-NoSkip* over all datasets. Firstly, baseline results on each dataset are obtained by training and testing *FuseNet-lite*, corresponding to the set of experiments called Learn-Skip in Tab. 5.4; afterwards, *FuseNet-lite-AddSkip* and *FuseNet-lite-NoSkip* are trained and tested for each dataset, which corresponds to the sets of experiment called Add-Skip and No-Skip in Tab. 5.4, respectively. Based on the results of Learn-Skip, Add-Skip and No-Skip, question (a) can be answered by comparing them. Question (b) can be answered by comparing the results of Learn-Skip and Add-Skip. The final question (c) is answered by using both the full reference and the eroded reference to evaluate all results for the pixels near object boundaries.

5.3.1.6. Performance of *FuseNet-lite*

With respect to land cover classification, the core part is the evaluation of *FuseNet-lite* on different datasets. Therefore, the scientific questions to be answered by the experiments in Section 6.1.4 are:

a. How well does *FuseNet-lite* perform on each dataset?

b. Can the results of *FuseNet-lite* reach the level of other state-of-art methods?
To answer these questions, the results of the experiments of Learn-Skip are used. The question (a) is answered by evaluating the classification results on the datasets Hameln, Schleswig, MV, Vaihingen and Potsdam with the corresponding full reference and comparing the final results over all datasets. Subsequently, to answer question (b) the results achieved of the Vaihingen and Potsdam datasets are evaluated using the eroded references, which allows a comparison with state-of-art methods. The comparison considers the scoreboard of the ISPRS benchmark (Wegner et al., 2017), but also other recent publications (the scoreboard has not been updated anymore since 2018).

5.3.1.7. Combining Datasets

CNN-based methods require large amounts of training data to learn the unknown parameters. However, labeling large amounts of data is economically expensive and time-consuming. The availability of many public datasets (with reference) makes it possible to combine different datasets to form a larger dataset. In this regard, one scientific question to be answered by experiments in Section 6.1.5 is:

- Can the classifier trained on a combined dataset deliver better results than a classifier trained on the individual datasets?

The classification performance is expected to benefit from enlarging the datasets, because the number and the variability of the training samples per class is increased. As Hameln and Schleswig have the same land cover class structure, they are combined to form a new dataset. The new dataset is again divided into three subsets for cross validation. The main difference of Hameln and Schleswig is the different appearance of vegetation objects caused by different capturing seasons (spring vs. summer). Urban structures such as building, asphalt have a similar appearance and similar structural properties. The Vaihingen and Potsdam datasets are also combined because they have the same class land cover structure. The main differences of these two datasets are the different spatial resolutions of images (9 cm vs. 5 cm) and the different capturing time (August vs. September). As both datasets are mainly dominated by urban structures, classes such as building or impervious surface have a similar appearance and similar structural properties. It has to be noted that the differences make objects of the same type look different. The different appearance of objects results in domain gap between datasets. The experiment using the combined Hameln and Schleswig datasets corresponds to the experiment set called ComHS-LC in Tab. 5.4, whereas the one related to the Vaihingen and Potsdam datasets corresponds to the experiment set called ComVP-LC in Tab. 5.4.
5.3.2. Land Use Classification

For land use classification, three of the datasets presented in Section 5.1 are used, namely Hameln, Schleswig and MV.

5.3.2.1. Input Configurations

In this thesis, different input configurations are used for land use classification. This section gives a brief overview of all input configurations based on the involved datasets, which are presented in Tabs. 5.7 and 5.8.

In some experiments, mainly focusing on the impact of polygon representation, for patch generation all available data and land cover posteriors are used and only the tiling approach is applied. Thus, $N_{DOP} = 4$ and $N_{3D} = 1$ for all datasets, and $N_{LC} = 8$ for the Hameln and Schleswig datasets, whereas $N_{LC} = 10$ for the MV dataset. Depending on the representation, $N_{shape} = 1$ for the mask representation whereas $N_{shape} = 0$ for the implicit representation. Tab. 5.7 presents an overview of the input configurations for this scenario with the total number of bands of each type of input (i.e. $N_{input}$).

In other experiments, three cases of representing land cover information are used. In these experiments, only mask representation of polygons is considered, so that $N_{shape} = 1$ is valid for all datasets in these experiments. In the first case, no land cover information is used, i.e. only image and height data are used. Thus, $N_{DOP} = 4$, $N_{3D} = 1$, $N_{LC} = 0$ for all datasets. This case corresponds to $none$ in the column of Land Cover in Tab. 5.8. Second, land cover labels are used, resulting in $N_{DOP} = 4$, $N_{3D} = 1$, $N_{LC} = 1$ for all datasets, which corresponds to $label$ in the column of Land Cover in Tab. 5.8. Third, only land cover posteriors are used, resulting in $N_{DOP} = 0$ and $N_{3D} = 0$ for all datasets, and $N_{LC} = 8$ for the Hameln and Schleswig datasets, whereas $N_{LC} = 10$ for the MV dataset. This case corresponds to $posteriors$ in the column of Land Cover in Tab. 5.8. Furthermore, the combination approach presented in Section 4.3.3.3, i.e. the COM-TS, combines patches generated by tiling and scaling. This only applies for cases $none$ and $posteriors$ (in the experiment sections it will show that the ensemble of the network variants using these two input configurations delivers the best results, thus, the COM-TS approach is only applied for the two cases). All cases with the total number of bands of each input configuration are presented in Tab. 5.8. In Tabs. 5.7 and 5.8, each input configuration is assigned a unique name, which is used in the subsequent sections.

5.3.2.2. Test Setup

For all input configurations presented in Tabs. 5.7 and 5.8, data augmentation is applied. All generated patches are flipped horizontally and vertically. In addition, random rotations are performed as well. In the context of tiling, the number of random rotation angles depends on polygon size. For
large polygons, one random angle is selected for each interval of 30°, whereas one random angle is selected for each interval of 5° for small polygons. Thus, the number of random rotation angles is 12 for large polygons and 72 for small polygons. Subsequently, patches are generated for the rotated polygons using the tiling approach. These different parameters result from the difference in the number of polygons that have to be split, which is about six times larger than the number of small polygons that need not be split. In the context of scaling, for all polygons one random rotation angle is selected for each interval of 10°, resulting in 36 random rotation angles. Afterwards, the scaling operation is performed to obtain scaled patches. Tab. 5.9 presents an overview of the number of patches generated by tiling and scaling after performing augmentation over all involved datasets.

<table>
<thead>
<tr>
<th>Input Configuration</th>
<th>Patch Generation Approach</th>
<th>Representation</th>
<th>(N_{\text{input}})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hameln</td>
</tr>
<tr>
<td>Mask-T-Full</td>
<td>Tiling</td>
<td>mask</td>
<td>14</td>
</tr>
<tr>
<td>Black-T-Full</td>
<td></td>
<td>implicit with black color</td>
<td>13</td>
</tr>
<tr>
<td>Gauss-T-Full</td>
<td></td>
<td>implicit with Gaussian pattern</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.7: Input configurations for different shape representation methods. All available data and land cover posteriors are used.

<table>
<thead>
<tr>
<th>Input Configuration</th>
<th>Patch Generation Approach</th>
<th>Land Cover</th>
<th>(N_{\text{input}})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hameln</td>
</tr>
<tr>
<td>Mask-T-NoLC</td>
<td>Tiling</td>
<td>none</td>
<td>6</td>
</tr>
<tr>
<td>Mask-T-LabelLC</td>
<td></td>
<td>label</td>
<td>7</td>
</tr>
<tr>
<td>Mask-T-ProbLC</td>
<td></td>
<td>posteriors</td>
<td>9</td>
</tr>
<tr>
<td>Mask-S-NoLC</td>
<td></td>
<td>none</td>
<td>6</td>
</tr>
<tr>
<td>Mask-S-LabelLC</td>
<td>Scaling</td>
<td>label</td>
<td>7</td>
</tr>
<tr>
<td>Mask-S-ProbLC</td>
<td></td>
<td>posteriors</td>
<td>9</td>
</tr>
<tr>
<td>Mask-Com-NoLC</td>
<td>COM-TS</td>
<td>none</td>
<td>6</td>
</tr>
<tr>
<td>Mask-Com-ProbLC</td>
<td></td>
<td>posteriors</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 5.8: Overview of the input configurations, all based on mask representation. Refer to main text for details.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Hameln</th>
<th>Schleswig</th>
<th>MV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tiling</td>
<td>354178</td>
<td>479978</td>
<td>1184177</td>
</tr>
<tr>
<td>Scaling</td>
<td>122174</td>
<td>163818</td>
<td>42221</td>
</tr>
<tr>
<td>COM-TS</td>
<td>391550</td>
<td>548740</td>
<td>1192469</td>
</tr>
</tbody>
</table>

Table 5.9: Overview of the number of patches generated by tiling, scaling and COM-TS in Hameln, Schleswig and MV.
Similarly to land cover classification, two test scenarios are investigated for land use classification. First, to investigate the prediction variability of \textit{LuNet-lite-JO} and the impact of the hyperparameters, the Schleswig dataset is used, because it has the maximum number of polygons. For that purpose, about 40\% of the land use objects are randomly selected to form the test data, 50\% are used for training and the remaining 10\% are used for validation. Second, to evaluate the performance of the proposed \textit{LuNet-lite-JO} network and to compare different network variants, the Hameln, Schleswig and MV datasets are used in a set of experiments with 6-fold cross-validation. Each dataset is split into six blocks. The block size is 2 \text{km}^2, 6 \text{km}^2 and about 10.6 \text{km}^2 for Hameln, Schleswig and MV, respectively. The number of land use objects is 2945, 4523 and 2840 in Hameln, Schleswig and MV, respectively. In each test run, five blocks are used for training and the rest one for testing. In each run, about 15\% of the training samples (i.e. database objects) are randomly chosen for validation, and the rest is used for determining the network parameters. Training will be stopped if the training loss does not decrease for about 3 epochs. In all cases, land cover information determined by \textit{FuseNet-lite} for each individual dataset is used if the input of a network variant requires this information.

5.3.2.3. \textbf{Overview of all Experiments}

In the context of land use classification, there are some scientific questions to be answered by the experiments. An overview of all experiments is presented in Tab. 5.10. The research questions and the related sets of experiment are described in the corresponding sections.

<table>
<thead>
<tr>
<th>Experiment Set</th>
<th>Section</th>
<th>Used Dataset</th>
<th>Used Input Configuration</th>
<th>Used Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variability-LU</td>
<td>5.3.2.4</td>
<td>Schleswig</td>
<td>Mask-T-Full</td>
<td>\textit{LuNet-lite-JO}</td>
</tr>
<tr>
<td>Hyper-LU</td>
<td>5.3.2.5</td>
<td>Schleswig</td>
<td>Mask-T-Full</td>
<td>\textit{LuNet-lite-JO}</td>
</tr>
<tr>
<td>Baseline-JO</td>
<td>5.3.2.6</td>
<td>Schleswig</td>
<td>Mask-T-Full</td>
<td>\textit{LuNet-lite-MT}</td>
</tr>
<tr>
<td>Exp-MT</td>
<td>5.3.2.7</td>
<td>MV; Hameln; Schleswig</td>
<td>Black-T-Full; Gauss-T-Full</td>
<td>\textit{LuNet-lite-JO}</td>
</tr>
<tr>
<td>Exp-F2C</td>
<td>5.3.2.8</td>
<td>Mask-T-NoLC; Mask-T-LabelLC; Mask-T-ProbLC</td>
<td>Mask-T-NoLC; Mask-T-LabelLC; Mask-T-ProbLC</td>
<td>\textit{LuNet-lite-JO}</td>
</tr>
<tr>
<td>Inves-BG</td>
<td>5.3.2.9</td>
<td>Mask-S-NoLC; Mask-S-ProbLC</td>
<td>Mask-S-NoLC; Mask-S-ProbLC</td>
<td>\textit{LuNet-lite-JO}</td>
</tr>
<tr>
<td>Inves-LC</td>
<td>5.3.2.9</td>
<td>Mask-Com-NoLC; Mask-Com-ProbLC</td>
<td>Mask-Com-NoLC; Mask-Com-ProbLC</td>
<td>\textit{LuNet-lite-JO}</td>
</tr>
<tr>
<td>Inves-Scaling</td>
<td>5.3.2.10</td>
<td>Hameln; Schleswig</td>
<td>Mask-T-NoLC; Mask-T-ProbLC; Mask-S-NoLC; Mask-S-ProbLC</td>
<td>\textit{LuNet-lite-JO}</td>
</tr>
<tr>
<td>Inves-ComTS</td>
<td>5.3.2.11</td>
<td>Hameln; Schleswig</td>
<td>Mask-T-NoLC; Mask-T-ProbLC; Mask-S-NoLC; Mask-S-ProbLC</td>
<td>\textit{LuNet-lite-JO}</td>
</tr>
</tbody>
</table>

Table 5.10: Overview of all experiments in the context of land use classification. The input configurations are presented in Tabs. 5.7 and 5.8. The explanation of each experiment set is presented in the corresponding section.
5.3.2.4. Prediction Variability of LuNet-lite-JO

The first scientific question with respect to land use classification is:

- When using the same training and test data, how large is the variability of the predictions made by LuNet-lite-JO due to its random initialization?

To answer this question, ten experiments are conducted using the Schleswig dataset described in Section 5.3.2.2, corresponding to the set of experiment called Variability-LU in Tab. 5.10. The input configuration Mask-T-Full in Tab. 5.7 is used in these experiments. The same training, validation and test data are used in all experiments. The same hyperparameters are used for all experiments; the used values are shown in Tab. 5.11. All trainable parameters are initialized randomly. After obtaining multiple predictions on the same test data, means and standard deviations of OA and mean F1 score are computed. It is expected that small standard deviations are good for the application.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Default Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>base learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>mini batch size</td>
<td>30</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>the weight of the penalty term in eqs. 4.16-4.17</td>
<td>1</td>
</tr>
<tr>
<td>$\delta$</td>
<td>decay factor of learning rate</td>
<td>0.1</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>weight for regularizing the trainable parameters</td>
<td>0.0005</td>
</tr>
<tr>
<td>$E_{\text{decay}}$</td>
<td>decay epoch interval of learning rate</td>
<td>4</td>
</tr>
<tr>
<td>$E_{\text{total}}$</td>
<td>total number of training epochs</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 5.11: The hyperparameters of LuNet-lite-JO with their default values applied for land use classification.

5.3.2.5. Impact of the Hyperparameter Settings

Similarly to land cover classification, the hyperparameters to train LuNet-lite-JO are investigated as well to know their impact on the results. The corresponding scientific questions to be answered by the experiments in Section 6.2.2 are:

- How do these hyperparameters affect the performance of LuNet-lite-JO?
- To which degree can the proposed focal-loss-style penalty term in loss function (eqs. 4.16 and 4.17) contribute to the classification, in particular for underrepresented classes?

As for land cover classification, three hyperparameters are selected for investigation, which are presented in Tab. 5.12 along with the investigated values. As there is a large amount of possible
combinations of the hyperparameters, it is infeasible to run experiments for all combinations. Thus, a simplification is made: while investigating one hyperparameter, all others are set to default values presented in Tab. 5.11. These experiments correspond to the set of experiments called Hyper-LU in Tab. 5.10. Again, The input configuration Mask-T-Full in Tab. 5.7 is used for this investigation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>η</td>
<td>base learning rate</td>
<td>0.0001; 0.001; 0.01; 0.1; 1</td>
</tr>
<tr>
<td>Ω</td>
<td>mini batch size</td>
<td>2; 5; 10; 20; 30</td>
</tr>
<tr>
<td>ε</td>
<td>the weight of the penalty term in eqs. 4.16-4.17</td>
<td>0.5; 0; 1; 2; 5</td>
</tr>
</tbody>
</table>

Table 5.12: The hyperparameters to be investigated and values used in these experiments.

5.3.2.6. Impact of Joint Optimization

With respect to hierarchical land use classification, the main contribution of this thesis is the proposed JO strategy to achieve hierarchical consistency of the predictions. In this regard, the scientific question to be answered by the experiments in Section 6.2.3 is:

- Does the land use classification benefit from the proposed joint optimization (LuNet-lite-JO) strategy, in comparison with multi-task learning (LuNet-lite-MT) and F2C post-processing (LuNet-lite-F2C)?

To answer this question, a series of experiments is conducted with each dataset. At first, LuNet-lite-JO is trained and tested using the input configuration Mask-T-Full for each dataset separately, serving as comparison baseline and corresponding to the experiment set called Baseline-JO in Tab. 5.10. Subsequently, LuNet-lite-MT and LuNet-lite-F2C are trained and tested using the same data, corresponding to the experiment sets called Exp-MT and Exp-F2C in Tab. 5.10, respectively. The settings of hyperparameters for LuNet-lite-MT and LuNet-lite-F2C are the same as for LuNet-lite-JO (cf. Tab. 5.11). Finally, the results obtained for each dataset in these sets of experiments are compared to highlight the influence of the proposed JO strategy on the classification.

5.3.2.7. Impact of the Polygon Representation

With respect to the polygon representation, the scientific questions to be answered by experiments in Section 6.2.4 are:

a. Is the representation by a binary mask superior to the implicit one?

b. In implicit polygon representation, does the background color or pattern affect the performance?
The experiments of the set called Inves-BG in Tab. 5.10 are conducted, which require patches based on black background and Gaussian background, corresponding to the input configurations Black-T-Full and Gauss-T-Full in Tab. 5.7, respectively, and the network variant \textit{LuNet-lite-BG-JO}. For each dataset, the results obtained from the experiment set Inves-BG are compared to those obtained in Baseline-JO to answer both questions.

### 5.3.2.8. Impact of Land Cover Information

In this thesis, land cover information serves as additional input for the land use classification. It is expected that the pixel-level semantic information will positively contribute to the land use classification. Regarding to the contributions of land cover information, the scientific questions to be answered by the experiments in Section 6.2.5 are:

1. Does the land cover information positively contribute to land use classification?
2. What is the optimal way to integrate the land cover information?

In this investigation, inputs based on mask representation and generated by the tiling approach are used. There are three possible ways to integrate the land cover information into land use classification:

1. In the baseline (Baseline-JO in Tab. 5.9), land cover posteriors are stacked with image data to form multi-band data. This corresponds to the input configuration Mask-T-Full in Tab. 5.7, and the corresponding patches serve as input for training and testing \textit{LuNet-lite-JO}.

2. Land cover labels (i.e. single band data) are concatenated to the image data (i.e. the input configuration Mask-T-LabelLC in Tab. 5.8). The corresponding patches serve as input for training and testing \textit{LuNet-lite-JO}, corresponding to the set of experiments called Inves-LC in Tab. 5.10. In this case, the information about the uncertainty of each land cover class is lost, which may have a negative impact on the land use classification.

3. \textit{LuNet-lite-JO} is separately trained and tested using the patches having no land cover information, corresponding to the input configuration Mask-T-NoLC in Tab. 5.8, and with patches having only land cover posteriors, corresponding to the input configuration Mask-T-ProbLC. Both correspond to the experimental set called Inves-LC in Tab. 5.10. Thus, there are two network variants based on \textit{LuNet-lite-JO}. Finally, the results achieved by both network variants are combined in an ensemble (cf. Section 4.3.5). This experiment is referred to as ENS-T-LC in Tab. 5.10.

Comparing the results obtained in Baseline-JO, Inves-LC and ENS-T-LC for all involved datasets leads to answers to both questions.
5.3.2.9. **Impact of the Patch Generation**

With respect to the impact of the patch generation approach on land use classification, two questions are to be answered by experiments described in Section 6.2.6:

a. Does the scaling approach improve the classification?
b. Does the multi-scale approach improve the classification of small objects?

The experiments of the experiment set called Inves-Scaling in Tab. 5.10 are conducted, using the patches of the input configurations Mask-S-NoLC and Mask-S-ProbLC. For both input configurations, two network variants based on LuNet-lite-JO are created, respectively. The results obtained by both network variants are combined with the results achieved by the other two network variants using the input configurations Mask-T-NoLC and Mask-T-ProbLC presented in Section 5.3.2.8 in an ensemble (cf. Section 4.3.5). This experiment is referred to as ENS-TS-LC, which combines results achieved by four network variants. Comparing the results of ENS-T-LC and ENS-TS-LC leads to the answer for question (a).

To answer question (b), the experiments of the experiment set called Inves-ComTS are conducted, which require the input configurations of Mask-Com-NoLC and Mask-Com-ProbLC as input. Again, two network variants based on LuNet-lite-JO are trained and tested, corresponding to the two input configurations, respectively. Finally, the results achieved by the two network variants are combined in an ensemble, referred to as ENS-ComTS-LC. The comparison between the results of ENS-T-LC and ENS-ComTS-LC leads to answer of this question.

5.3.2.10. **Evaluation on all Datasets**

The evaluation on all datasets is performed by using the results delivered by ENS-TS-LC (the reasons for using these results are given in Section 6.2.7). The questions to be answered in Section 6.2.7 are:

a. How does the number of classes to be discerned affect the performance?
b. How does the object size affect the classification?

Question (a) is answered by analyzing the classification results at different semantic levels for each dataset, and question (b) will be answered by analyzing the relationship between the classification result and the object size.
5.3.2.11. Combining Datasets

Similarly to land cover classification, datasets are also combined in land use classification to assess whether enlarging the training datasets could lead to a positive contribution to the classification performance or not. The scientific question to answered by experiments in Section 6.2.8 is:

- Does training on a combined dataset deliver better results than training on each individual dataset?

The Hameln and Schleswig datasets are used for combination. The experiments of the experiment set called ComHS-LU in Tab. 5.10 are conducted. The data corresponding to the input configurations Mask-T-NoLC, Mask-T-ProbLC, Mask-S-NoLC and Mask-S-ProbLC are combined, respectively. Subsequently, four network variants based on LuNet-lite-JO are trained and tested using the patches of the corresponding input configuration as input.

All achieved results by the four network variants are combined in an ensemble, referred to as ENS-TS-LC-ComHS. Comparing the results of ENS-TS-LC-ComHS and ENS-TS-LC in Hameln and Schleswig leads to an answer to this question.
6. Experiments

In this chapter all experiments mentioned in chapter 5 are described, and the obtained results are evaluated. The chapter consists of two parts: the first part presents the evaluation of the proposed method for land cover classification, consisting of the experiments mentioned in Section 5.3.1; the second part gives the evaluation of the proposed method for land use classification, consisting of the experiments mentioned in Section 5.3.2.

6.1. Evaluation of Land Cover Classification

6.1.1. Prediction Variability of FuseNet-lite

To answer the scientific question raised in Section 5.3.1.3, FuseNet-lite is trained ten times on the Hameln and Vaihingen datasets separately, and the ten predictions on each test dataset are used to compute the means and standard deviations of OA and the mean F1 scores. The settings of the hyperparameters are presented in Tab. 5.5.

Fig. 6.1 presents the mean and standard deviations of OA and the mean F1 scores achieved on the test data of both datasets. The test OA is about 90% in Hameln and 88% in Vaihingen, and the standard deviation is about 0.1% for both datasets. This low number indicates that the predictions made by FuseNet-lite are very stable in terms of OA. The standard deviation of the mean F1 scores is about 1.3% in Hameln and 0.5% in Vaihingen. Compared to the standard deviations of OA, the larger numerical values are mainly due to the imbalanced class distribution in both datasets. In Hameln, the classes car and clutter have much fewer training samples (about 1.2% and 0.6% pixels in the training dataset, respectively) in comparison with other classes such as building and sealed area, so that they are underrepresented. A similar problem is also found in Vaihingen, where the classes car and clutter only correspond to 1.1% and 0.9% of the whole training samples, respectively. Compared to the deviations of other well-represented classes in terms of F1 score, their standard deviations are larger, which also affect the standard deviations of the mean F1 scores (see Fig. 6.2). Prominently, the standard deviation of class clutter is much larger than those of other classes in both sites; the number is about 2.5% in Vaihingen and about 10% in Hameln. Because objects belonging to the class clutter are very heterogeneous, they are hard to differentiate even for humans.

In conclusion, the answer to the question raised in Section 5.3.1.3 is that the variability of the predictions made by FuseNet-lite is low, indicated by a low standard deviation of about $\sigma_{OA}^{LC} = 0.1\%$ in terms of OA and a standard deviation of about $\sigma_{mF1}^{LC} = 1\%$ in terms of mean F1 score.
6.1.2. Investigations of the Hyperparameter Settings

For the purpose of investigating the impact of hyperparameters on the CNN, the Hameln and Vaihingen datasets are used again. The settings of the experiments are described in section 5.3.1.4. Three hyperparameters, the base learning rate $\eta$, the mini batch size $\Omega$ and the weight of the penalty term for the focal loss (eq. 4.5) $\gamma$, are analyzed.

6.1.2.1. Base Learning Rate

Theoretically, the base learning rate $\eta$ influences how well and how fast the training procedure converges. A proper base learning rate leads the model to converge quickly whereas an improper one
would make the training process diverge or lead to a slow convergence (Goodfellow et al. 2016). In the latter case, a large training error is expected. Thus, it is meaningful to know what is a proper value for the base learning rate. While investigating $\eta$, the values of mini batch size and the penalty term in eq. 4.5 are set to $\Omega = 10$ and $\gamma = 1$ (cf. Tab. 5.5). There are four candidate values for $\eta$ presented in Tab. 5.6. Fig. 6.3 shows the training and validation errors for different values of $\eta$ as a function of the training epoch in Hameln and Vaihingen, and Fig. 6.4 shows the OA and mean F1 scores in both test sets. It has to be noted that in this thesis, the training and validation errors are defined as $1 - OA$ on the training and validation sets, respectively.

On the basis of Fig. 6.3, two observations can be made. First, for the values of $\eta = 0.1, 0.01, 0.001$, a higher value of $\eta$ leads to smaller training and validation errors as the training epoch increases in both datasets. However, using $\eta = 1.0$, the training and validation errors are much larger than the corresponding ones using $\eta = 0.1$. This fact reveals that using too large or too small base learning rate may prevent the training from achieving a good convergence. Second, for the settings of $\eta = 0.1, 0.01, 0.001$, the difference between validation error and training error gets smaller as $\eta$ decreases.

Switching the focus on the performances in the test sets of both datasets (cf. Fig. 6.4), for the settings of $\eta = 0.1, 0.01, 0.001$, as the base learning rate decreases, the classification performance (both OA and the mean F1 scores) decreases as well. For instance, comparing the OAs achieved for $\eta = 0.1$ and $\eta = 0.001$, the former one outperforms the latter one by about 3% in Hameln and about 2% in Vaihingen. The differences in terms of the mean F1 score achieved for $\eta = 0.1$ and $\eta = 0.001$ are even larger: about 10% in both datasets. Furthermore, the corresponding mean F1 scores achieved for $\eta = 1.0$ are lower than those achieved for $\eta = 0.1$ in both datasets, and the OA for $\eta = 1.0$ is also lower than the one for $\eta = 0.1$ in Hameln, but slightly larger in Vaihingen.

The results show that if the base learning rate is too large or too small, it will have negative impact on the classification, which is the answer to the question (a) raised in Section 5.3.1.4. For $\eta = 1.0$, the difference between validation error and training error is small, but it takes longer for a model to converge. For instance, in Vaihingen there is a larger oscillation of the training errors than for those for other values of $\eta$ before epoch 15. When using $\eta = 0.001$, there is small difference (about 0.5%) between validation error and training error, but with very large training errors, indicating that the trained model probably under-fits to the training data.

6.1.2.2. Mini Batch Size

As presented in Tab. 5.6, the investigated values of the minibatch size $\Omega$ are 3, 5, 10, 15, and during the investigation of $\Omega$, the values of the base learning rate and the weight of the penalty term in eq. 4.5 are set to $\eta = 0.1$ and $\gamma = 1$, respectively. For different values of $\Omega$, Fig. 6.5 presents the training and validation errors as a function of training epochs, and Fig. 6.6 shows the results on the test sets (OA and the mean F1 scores).

In Fig. 6.5, a tendency can be observed: as $\Omega$ increases, the training errors decrease in most cases. For instance, in Hameln the training error at the final epoch 30 is about 11% for $\Omega = 3$, whereas it is
about 10% for $\Omega = 20$. In Vaihingen, the corresponding numbers are about 10% for $\Omega = 3$ and about 7.5% for $\Omega = 20$.

The validation errors do not vary much for different values of $\Omega$ after the 15th training epoch. The differences between the maximum and minimum validation errors are less than 1% in both datasets. Looking at the differences between validation error and training error, they are small if $\Omega$ is small. Switching the focus on the test results in Fig. 6.6, in Hameln, there is a difference between the OAs for different values of $\Omega$. The maximum OA of about 90% occurs for $\Omega = 10$ and $\Omega = 15$, whereas the minimum OA of about 89% occurs for $\Omega = 3$, thus, a difference of 1.0% is observed (about $10 \cdot \sigma_{OA}^{LC}$). In Vaihingen the corresponding difference between the maximum OA and the minimum OA is about 0.5% (about $5 \cdot \sigma_{OA}^{LC}$). However, the absolute numerical differences between the maximum mean F1 score ($\Omega = 15$) and the minimum mean F1 score ($\Omega = 3$) are much larger, which are 7.2% in Hameln and 7.5% in Vaihingen, corresponding to about $7 \cdot \sigma_{mF1}^{LC}$.

From the results described above, one can see that the mini batch size does affect the performance of FuseNet-lite. Larger mini batch sizes deliver better results in most cases, which is the answer to the question (a) raised in Section 5.3.1.4. It has to be noted that there might be a dependency between the mini batch size and the base learning rate, which is not investigate in this thesis.

### 6.1.2.3. The Weight of the Penalty Term in the Focal Loss

The primary goal of applying the focal loss (eq. 4.5) is to mitigate the problem of an imbalanced class distribution to a certain degree. Tab. 5.6 shows that there are five investigated values for $\gamma$, which are 0, 0.5, 1, 2 and 5. While investigating the influence of $\gamma$, the values of the base learning rate and the mini batch size are set to $\eta = 0.1$ and $\Omega = 10$, respectively. It has to be noted that the setting $\gamma = 0$ corresponds to training based on the standard cross entropy loss.

Fig. 6.7 presents the training and validation errors for different values of $\gamma$ as a function of the training epoch in both datasets. In Hameln, the training process converges similarly for different values of $\gamma$. In Vaihingen, this is similar except for $\gamma = 5$. It seems that a large value of $\gamma$ prevents the model from overfitting, achieving a relatively smaller difference between training and validation errors. From a theoretic point of view, a large value of $\gamma$ leads to small magnitudes of losses, making the gradients for weight updating small. Thus, the weights are updated by small values in each iteration, which has an impact on the convergence speed when training a CNN. This is also observed in Fig. 6.7.

The classification results for the test sets of both datasets are presented in Fig. 6.8. Looking at the OAs, for $\gamma = 5$ it is worse than the one achieved when using other values for $\gamma$ in both datasets: it is about 0.3% smaller than the best OA of 90.4% in Hameln whereas it is about 0.2% smaller than the best OA of 87.8% in Vaihingen. Turning the focus on the mean F1 scores, the mean F1 scores for $\gamma = 5$ are also not the best ones, and in Hameln it is the lowest mean F1 score. Compared to the best one achieved for $\gamma = 0$ it is smaller by 2.4%. In Vaihingen the mean F1 score for $\gamma = 5$ is about 0.9% smaller than the best one achieved for $\gamma = 2$. 
Fig. 6.3: Training and validation errors vs. training epochs for different values of $\eta$ in Hameln and Vaihingen. X-axis: training epoch; Y-axis: training errors (solid lines) and validation errors (dashed lines).

OA

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>Hameln</th>
<th>Vaihingen</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>85%</td>
<td>85%</td>
</tr>
<tr>
<td>0.1</td>
<td>87%</td>
<td>86%</td>
</tr>
<tr>
<td>0.01</td>
<td>88%</td>
<td>88%</td>
</tr>
<tr>
<td>0.001</td>
<td>89%</td>
<td>89%</td>
</tr>
</tbody>
</table>

mF1

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>Hameln</th>
<th>Vaihingen</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>72%</td>
<td>72%</td>
</tr>
<tr>
<td>0.1</td>
<td>74%</td>
<td>74%</td>
</tr>
<tr>
<td>0.01</td>
<td>76%</td>
<td>76%</td>
</tr>
<tr>
<td>0.001</td>
<td>78%</td>
<td>78%</td>
</tr>
</tbody>
</table>

Fig. 6.4: OA and mF1 scores in the test sets of Hameln and Vaihingen for different values of $\eta$. 
Figure 6.5: Training and validation errors vs. training epochs for different values of $\Omega$ in Hameln and Vaihingen. X-axis: training epoch; Y-axis: training errors (solid lines) and validation errors (dashed lines).

Figure 6.6: OA and mF1 scores in the test sets of Hameln and Vaihingen for different values of $\Omega$. 
Figure 6.7: Training and validation errors vs. training epochs for different values of $\gamma$ in Hameln and Vaihingen. X-axis: training epoch; Y-axis: training errors (solid lines) and validation errors (dashed lines).

Figure 6.8: OA and mF1 scores in the test sets of Hameln and Vaihingen for different values of $\gamma$. 
Nonetheless, $\gamma = 0$, which corresponds to training based on the standard cross entropy loss, delivers good results in terms of OA in both datasets. In Hameln, the maximum OA is delivered by using the $\gamma = 0.5$, and the difference to the OA delivered by using $\gamma = 0$ is 0.1%, corresponding to $1 \cdot \sigma_{OA}^{LC}$. In Vaihingen, the maximum OA is delivered by using $\gamma = 0$, and is about 0.1% larger than the second best one delivered by using $\gamma = 0.5$. Switching on the mean F1 scores: in Hameln, using the value of $\gamma = 0$ obtains the maximum mean F1 which is about 0.6% larger than the second best one by using $\gamma = 1$. This absolute difference is about $0.6 \cdot \sigma_{mF1}^{LC}$. In Vaihingen, the maximum mean F1 score is delivered by using $\gamma = 2$, and comparing to the one of using $\gamma = 0$, the difference is about 1.2%, corresponding to $1.2 \cdot \sigma_{mF1}^{LC}$. With these observations, it seems that using a value of $\gamma > 0$ has a positive effect on the classification performance, but to a limited degree.

Figure 6.9: F1 scores of all individual classes as a function of the values of $\gamma$ in Hameln and Vaihingen.
This fact contradicts to the findings of Lin et al. (2017) a little, where the focal loss performs much better than standard cross entropy loss in a binary classification. The reason for the contradiction is that the class distribution of the dataset they investigated (two classes: object and non-object) is even more extremely imbalanced than the one in Hameln and Vaihingen. The imbalance degree in Hameln and Vaihingen is $\rho_{im} = 44.7$ and $\rho_{im} = 41.5$, respectively, whereas the one in (Lin et al., 2017) is $\rho_{im} \approx 1000$. Switching the focus to the mean F1 scores, there are improvements (> 1%) in Vaihingen for $\gamma = 1$ and $\gamma = 2$ in comparison with results delivered by the standard cross entropy loss, but in Hameln the standard cross entropy loss delivers still better results than other values for $\gamma > 0$.

Looking at the F1 scores of all individual classes for different values of $\gamma$ in both datasets (cf. Fig. 6.9), the results achieved by the value of $\gamma = 0$ have the best F1 scores for the underrepresented classes car and clutter in Hameln. In Vaihingen, a value of $\gamma > 0$ delivers better F1 scores for the underrepresented classes car and clutter than the value of $\gamma = 0$ by up to +6.1%.

In conclusion, the weight of the penalty term does impact the classification performance in Hameln and Vaihingen and a value of $\gamma > 0$ has a positive effect to a limited degree, which is the answer to the question (a) raised in Section 5.3.1.4. One possible reason is that the class distributions are not extremely imbalanced. The proposed focal loss does not outperform standard cross entropy loss in some cases, which is the answer to the question (b) raised in Section 5.3.1.4. Although there are better F1 scores for the underrepresented classes car and clutter using the values of $\gamma > 0$ in Vaihingen, it is not the case in Hameln. A deterministic conclusion about, whether the proposed focal loss could improve the classification of underrepresented classes in this thesis or not, cannot be made. Further investigations are required by using datasets having different imbalance degrees of class distribution. This is the answer to the question (b).

6.1.3. Effectiveness of the learnable Skip-Connections

To answer the questions raised in section 5.3.1.5, all experiments referred to as Learn-Skip, Add-Skip and No-Skip in Tab. 5.4 are conducted. It has to be noted that the datasets of Hameln, Schleswig and MV are used for conducting experiments with 3-fold cross validation. Tabs. 6.1 – 6.3 present overviews of the test results based on the evaluation using the full reference for all datasets. Tab. 6.4 presents the results for pixels near object boundaries and outside object boundaries by using both the full and the eroded references. Tab. 6.4 also presents the percentages of pixels near object boundaries and outside boundaries for all datasets.

On the basis of Tabs. 6.1 – 6.3, there are two conclusions which can be drawn. First, network variants with skip-connections (elementwise addition or learnable) outperform the network variant without skip-connections by up to +2.7% in terms of OA (in Potsdam) and +8.2% in terms of mean F1 score (in Schleswig). This conclusion serves as the answer for the question (a) raised in Section 5.3.1.5; second, the network variant with learnable skip-connections outperforms the variant based on elementwise addition with respect to the OA and the mean F1 score over all datasets. The improvements are up to +0.8% for OA (in MV) and +1.4% for the mean F1 score (in Schleswig), and the corresponding improvements in terms of standard deviation are $8 \cdot \sigma_{OA}^{LC}$ and $1.4 \cdot \sigma_{mF1}^{LC}$. Looking at the individual
classes in each dataset, it is found that the F1 scores of most classes benefit from the skip-connections, and the minority classes, which have few samples, are improved by a large margin. In Hameln, compared to the network variant without skip-connections, the improvements of the F1 scores for the class car are +12.5% and 13% by the variants with elementwise addition and learnable skip-connections, respectively. The corresponding improvements in clutter are +26.1% and +31.2%, which is even larger. In Schleswig, similar improvements are observed for the F1 scores of the class car (+31.8% and +39.9%). There are also larger improvements of minority classes in the other datasets (Vaihingen, Potsdam and MV).

Comparing skip-connections by elementwise addition to the proposed learnable one, the F1 scores of most classes are improved by the latter, and again the largest improvements are achieved for the minority classes. The maximum improvements of F1 scores over all datasets are +5.1% for clutter in Hameln, +9.1% for car in Schleswig, +6.5% for clutter in Vaihingen and +3.2% for clutter in MV. The answer to the question (b) raised in Section 5.3.1.5 is that the proposed learnable skip-connections perform better than the elementwise addition one, and in particular for underrepresented classes, although the improvement of OA is small.

To answer the question (c) raised in Section 5.3.1.5, the results in Tab. 6.4 are analyzed. One can see that less than 10% pixels are near object boundaries for all datasets. Looking at the results (OAs and the mean F1 scores) for the pixels near object boundaries, compared to the variant without skip-connections, the variant with elementwise addition skip-connections improves the classification by +1.1% (in MV) to +4.1% (in Hameln) in terms of OA and by +0.9% (in MV) to +5.8% (in Hameln and Schleswig) in terms of mean F1 score. Again, the network variant with learnable skip-connections outperforms the one with elementwise addition in most cases, though only by a small margin. Fig. 6.10 shows examples delivered by the three network variants in all datasets. One can find that skip-connections help improving the object boundary delineation. Furthermore, the classification of the pixels outside object boundaries over all datasets is also improved by the network variants with skip-connections (up to +2.7% for OA in Potsdam and +7.3% for mean F1 score in Schleswig).

<table>
<thead>
<tr>
<th>Experiment Set</th>
<th>F1 [%]</th>
<th>OA [%]</th>
<th>mF1 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>build.</td>
<td>seal.</td>
<td>soil</td>
</tr>
<tr>
<td>Hameln</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No-Skip</td>
<td>92.5</td>
<td>84.3</td>
<td>81.8</td>
</tr>
<tr>
<td>Add-Skip</td>
<td>93.9</td>
<td>86.8</td>
<td>83.6</td>
</tr>
<tr>
<td>Learn-Skip</td>
<td>94.2</td>
<td>87.0</td>
<td>82.8</td>
</tr>
<tr>
<td>Schleswig</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No-Skip</td>
<td>89.2</td>
<td>80.0</td>
<td>77.9</td>
</tr>
<tr>
<td>Add-Skip</td>
<td>90.6</td>
<td>82.6</td>
<td>78.3</td>
</tr>
<tr>
<td>Learn-Skip</td>
<td>92.2</td>
<td>84.2</td>
<td>77.6</td>
</tr>
</tbody>
</table>

Table 6.1: Overview of test results achieved in three sets of experiment (cf. Tab. 5.4) in Hameln and Schleswig. All results rely on an evaluation based on the full reference.
### Experiment Results

#### Table 6.2

<table>
<thead>
<tr>
<th>Experiment Set</th>
<th>OA [%]</th>
<th>mF1 [%]</th>
<th>build.</th>
<th>imper.</th>
<th>low veg.</th>
<th>high veg.</th>
<th>car</th>
<th>clutter</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-Skip</td>
<td>93.0</td>
<td>46.2</td>
<td>87.0</td>
<td>75.3</td>
<td>80.0</td>
<td>86.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Add-Skip</td>
<td>93.7</td>
<td>47.9</td>
<td>87.9</td>
<td>76.2</td>
<td>81.3</td>
<td>86.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learn-Skip</td>
<td>93.6</td>
<td>54.4</td>
<td>87.9</td>
<td>77.5</td>
<td>81.4</td>
<td>86.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Experiment Set</th>
<th>OA [%]</th>
<th>mF1 [%]</th>
<th>build.</th>
<th>imper.</th>
<th>low veg.</th>
<th>high veg.</th>
<th>car</th>
<th>clutter</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-Skip</td>
<td>90.3</td>
<td>46.5</td>
<td>85.4</td>
<td>78.5</td>
<td>83.3</td>
<td>88.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Add-Skip</td>
<td>95.7</td>
<td>51.8</td>
<td>83.7</td>
<td>74.9</td>
<td>88.4</td>
<td>84.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learn-Skip</td>
<td>95.5</td>
<td>52.6</td>
<td>88.1</td>
<td>79.2</td>
<td>84.6</td>
<td>85.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Overview of test results achieved in three sets of experiment (cf. Tab. 5.4) in Vaihingen and Potsdam. All results rely on an evaluation based on the full reference.

#### Table 6.3

<table>
<thead>
<tr>
<th>Experiment Set</th>
<th>OA [%]</th>
<th>mF1 [%]</th>
<th>build.</th>
<th>seal.</th>
<th>soil</th>
<th>grass</th>
<th>tree</th>
<th>water</th>
<th>un. road</th>
<th>crops</th>
<th>railway</th>
<th>clutter</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-Skip</td>
<td>88.9</td>
<td>83.3</td>
<td>79.2</td>
<td>87.2</td>
<td>88.0</td>
<td>95.0</td>
<td>41.1</td>
<td>84.6</td>
<td>92.7</td>
<td>60.1</td>
<td>79.2</td>
<td></td>
</tr>
<tr>
<td>Add-Skip</td>
<td>90.5</td>
<td>83.7</td>
<td>82.2</td>
<td>94.9</td>
<td>88.4</td>
<td>94.9</td>
<td>43.3</td>
<td>84.8</td>
<td>93.4</td>
<td>62.1</td>
<td>79.8</td>
<td></td>
</tr>
<tr>
<td>Learn-Skip</td>
<td>91.5</td>
<td>84.5</td>
<td>78.9</td>
<td>83.0</td>
<td>88.9</td>
<td>95.1</td>
<td>46.0</td>
<td>85.5</td>
<td>93.6</td>
<td>65.3</td>
<td>81.1</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.3: Overview of test results achieved in three sets of experiment (cf. Tab. 5.4) in MV. All results rely on an evaluation based on the full reference.

#### Table 6.4

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Experiment Set</th>
<th>Near Object Boundaries</th>
<th>Outside Object Boundaries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OA [%]</td>
<td>mF1 [%]</td>
<td>#Pixels [%]</td>
</tr>
<tr>
<td>Hameln</td>
<td>No-Skip</td>
<td>52.2</td>
<td>44.5</td>
</tr>
<tr>
<td></td>
<td>Add-Skip</td>
<td>56.3</td>
<td>50.3</td>
</tr>
<tr>
<td></td>
<td>Learn-Skip</td>
<td>56.3</td>
<td>50.2</td>
</tr>
<tr>
<td>Schleswig</td>
<td>No-Skip</td>
<td>49.7</td>
<td>47.1</td>
</tr>
<tr>
<td></td>
<td>Add-Skip</td>
<td>50.8</td>
<td>48.0</td>
</tr>
<tr>
<td></td>
<td>Learn-Skip</td>
<td>51.5</td>
<td>48.5</td>
</tr>
<tr>
<td>MV</td>
<td>No-Skip</td>
<td>57.5</td>
<td>51.6</td>
</tr>
<tr>
<td></td>
<td>Add-Skip</td>
<td>58.9</td>
<td>54.1</td>
</tr>
<tr>
<td></td>
<td>Learn-Skip</td>
<td>59.1</td>
<td>54.2</td>
</tr>
<tr>
<td>Vaihingen</td>
<td>No-Skip</td>
<td>57.1</td>
<td>54.7</td>
</tr>
<tr>
<td></td>
<td>Add-Skip</td>
<td>59.4</td>
<td>58.1</td>
</tr>
<tr>
<td></td>
<td>Learn-Skip</td>
<td>59.7</td>
<td>58.2</td>
</tr>
<tr>
<td>Potsdam</td>
<td>No-Skip</td>
<td>57.1</td>
<td>54.7</td>
</tr>
<tr>
<td></td>
<td>Add-Skip</td>
<td>59.4</td>
<td>58.1</td>
</tr>
<tr>
<td></td>
<td>Learn-Skip</td>
<td>59.7</td>
<td>58.2</td>
</tr>
</tbody>
</table>

Table 6.4: Test results in three sets of experiments (cf. Tab. 5.4) for all datasets. The evaluation is based on the full and the eroded references. The percentage of pixels near and outside boundary areas are shown as well.
Figure 6.10: Some examples from three sets of experiments for land cover classification (cf. Tab. 5.4) for all datasets. In Hameln, Schleswig and MV, the first column shows RGB images whereas CIR images are shown for Vaihingen and Potsdam.
6.1.4. Evaluation on the individual Datasets

In this section, the results of all experiments referred to as Learn-Skip in Tab. 5.4 are evaluated. Section 6.1.4.1 presents the results for Hameln, Schleswig and MV, and Section 6.1.4.2 presents the results for Vaihingen and Potsdam. Section 6.1.4.3 gives answers to the questions raised in Section 5.4.1.4.

6.1.4.1. Hameln, Schleswig and MV

Tab. 6.1 presents the evaluation results for Hameln and Schleswig, and Tab. 6.3 presents the results for MV. The proposed network FuseNet-lite shows quite good performance in these three datasets with OA between 84% and 89%. Taking a closer look at the classification results in Hameln and Schleswig, except for car and clutter, which are underrepresented, all classes are identified quite well, with F1 scores of more than 75%. In Schleswig, pixels belonging to class soil are not identified well, although there are many training samples for this class (about 8% samples in the entire dataset). Soil is erroneously classified as grass, and according to the confusion matrix about 24% soil samples are classified as grass. Fig. 6.11 shows some classification results from urban and rural areas in Hameln and Schleswig. From the rural example in Schleswig, it is clear to see that the soil areas in the rural area in Schleswig should be labeled as grass. In Hameln, such labeling errors do not occur. The urban areas in both sites are classified very well (with very high F1 scores for urban classes such as building or sealed area). In MV, there are ten classes to be discerned. Generally speaking, the classification results are quite good with an OA of about 85% and a mean F1 score of about 81%. Compared to other classes, the class unpaved road is very difficult to identify correctly, which is indicated by a very low F1 score of 46%. Only about 2% of the training samples belong to that class, which may be one reason for the low performance. In addition, unpaved road can easily be confused with sealed area due to the similar appearance of these classes (about 24% of the test samples of unpaved road are classified as sealed area). The examples from MV shown in Fig. 6.11 show this similarity. It has to be noted that for the land use classification, land cover information obtained by FuseNet-lite in each individual dataset (i.e. Hameln, Schleswig and MV) is used.

6.1.4.2. Vaihingen and Potsdam

These two datasets are published in the ISPRS 2D Labeling Challenge with the purpose of evaluating advanced methods for land cover classification. To investigate the performance of FuseNet-lite, classification and evaluation on the two public datasets is performed. In the first step, the evaluation is performed on the basis of the full reference, and Tab. 6.2 presents the numerical results on the test data.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>RGB Orthophoto</th>
<th>Reference</th>
<th>FuseNet-lite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hameln</td>
<td><img src="image1" alt="RGB Orthophoto" /></td>
<td><img src="image2" alt="Reference" /></td>
<td><img src="image3" alt="FuseNet-lite" /></td>
</tr>
<tr>
<td></td>
<td><img src="image4" alt="RGB Orthophoto" /></td>
<td><img src="image5" alt="Reference" /></td>
<td><img src="image6" alt="FuseNet-lite" /></td>
</tr>
<tr>
<td>Schleswig</td>
<td><img src="image7" alt="RGB Orthophoto" /></td>
<td><img src="image8" alt="Reference" /></td>
<td><img src="image9" alt="FuseNet-lite" /></td>
</tr>
<tr>
<td></td>
<td><img src="image10" alt="RGB Orthophoto" /></td>
<td><img src="image11" alt="Reference" /></td>
<td><img src="image12" alt="FuseNet-lite" /></td>
</tr>
<tr>
<td>MV</td>
<td><img src="image13" alt="RGB Orthophoto" /></td>
<td><img src="image14" alt="Reference" /></td>
<td><img src="image15" alt="FuseNet-lite" /></td>
</tr>
<tr>
<td></td>
<td><img src="image16" alt="RGB Orthophoto" /></td>
<td><img src="image17" alt="Reference" /></td>
<td><img src="image18" alt="FuseNet-lite" /></td>
</tr>
</tbody>
</table>

Figure 6.11: Visual examples of the results delivered by *FuseNet-lite* in urban and rural areas in Hameln, Schleswig and MV.
FuseNet-lite performs very well in both sites, with an OA of about 88% and a mean F1 score of more than 80%. Both evaluation metrics are quite close to those in Hameln and Schleswig, indicating a consistently good performance of the proposed method. Looking on the classes individually, most of them are differentiated very well. For instance, the F1 scores of the classes building, impervious surface and high vegetation (trees in most cases) are larger than 85% in both sites. In Vaihingen, compared to well-represented classes, the class car is relatively hard to be correctly classified (F1 = 77.5%), mainly due to its small amount of training samples (about 1.2% samples for training); in both sites, the identification of class clutter is problematic, which is likely to be the reason that it contains too many heterogeneous objects which are quite difficult to differentiate even for humans.

To assess the difference between FuseNet-lite and the state-of-the-art methods, comparisons with other methods listed in the scoreboard of the ISPRS 2D labeling challenge are made. For that purpose, the eroded reference is used for evaluation in both sites. The comparison considers the scoreboard of the ISPRS benchmark (Wegner et al., 2017), but also other recent publications (the scoreboard has not been updated anymore since 2018). Tab. 6.5 provides an overview of all numerical results.

<table>
<thead>
<tr>
<th>Network</th>
<th>Input</th>
<th>#Param.</th>
<th>build.</th>
<th>imp. surf.</th>
<th>low veg.</th>
<th>high veg.</th>
<th>car</th>
<th>mF1 [%]</th>
<th>OA [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaihingen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HUSTW (Sun et al., 2019)</td>
<td>CIR, nDSM</td>
<td>$1.3 \cdot 10^7$</td>
<td>96.1</td>
<td>93.3</td>
<td>86.4</td>
<td>90.8</td>
<td>74.6</td>
<td>88.2</td>
<td>91.6</td>
</tr>
<tr>
<td>NLPR3</td>
<td>-</td>
<td>-</td>
<td>95.6</td>
<td>93.0</td>
<td>85.6</td>
<td>90.3</td>
<td>84.5</td>
<td>89.8</td>
<td>91.2</td>
</tr>
<tr>
<td>EaNet (Zhang et al., 2020)</td>
<td>CIR</td>
<td>$&gt; 6 \cdot 10^7$</td>
<td>96.2</td>
<td>93.4</td>
<td>85.6</td>
<td>90.5</td>
<td>88.3</td>
<td>90.8</td>
<td>91.2</td>
</tr>
<tr>
<td>CASIA2 (Liu et al., 2018)</td>
<td>CIR</td>
<td>$&gt; 6 \cdot 10^7$</td>
<td>96.0</td>
<td>93.2</td>
<td>84.7</td>
<td>89.9</td>
<td>86.7</td>
<td>90.1</td>
<td>91.1</td>
</tr>
<tr>
<td>DDCM (Liu et al., 2020)</td>
<td>CIR</td>
<td>$&gt; 2 \cdot 10^7$</td>
<td>95.3</td>
<td>92.7</td>
<td>83.3</td>
<td>89.9</td>
<td>82.4</td>
<td>88.7</td>
<td>90.4</td>
</tr>
<tr>
<td>DLR_9 (Marmanis et al., 2018)</td>
<td>CIR, nDSM</td>
<td>$8.1 \cdot 10^8$</td>
<td>95.2</td>
<td>92.4</td>
<td>83.9</td>
<td>89.9</td>
<td>81.2</td>
<td>88.5</td>
<td>90.3</td>
</tr>
<tr>
<td>VFuseNet (Audebert et al., 2018)</td>
<td>CIR, nDSM</td>
<td>$&gt; 8 \cdot 10^7$</td>
<td>94.4</td>
<td>91.0</td>
<td>84.5</td>
<td>89.9</td>
<td>86.3</td>
<td>89.2</td>
<td>90.0</td>
</tr>
<tr>
<td>FuseNet-lite</td>
<td>CIR, nDSM</td>
<td>$4.6 \cdot 10^5$</td>
<td>95.6</td>
<td>92.4</td>
<td>85.0</td>
<td>90.1</td>
<td>83.5</td>
<td>89.3</td>
<td>90.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Potsdam</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HUSTW (Sun et al., 2019)</td>
<td>RGB, IR, nDSM</td>
<td>$1.3 \cdot 10^7$</td>
<td>96.7</td>
<td>93.8</td>
<td>88.0</td>
<td>89.0</td>
<td>96.0</td>
<td>92.7</td>
<td>91.6</td>
</tr>
<tr>
<td>BAMLTL (Wang et al., 2021)</td>
<td>RGB, nDSM</td>
<td>$&gt; 6 \cdot 10^7$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>90.9*</td>
<td>91.3</td>
</tr>
<tr>
<td>CASIA2 (Liu et al., 2018)</td>
<td>CIR</td>
<td>$&gt; 6 \cdot 10^7$</td>
<td>97.0</td>
<td>93.3</td>
<td>87.7</td>
<td>88.4</td>
<td>96.2</td>
<td>92.5</td>
<td>91.1</td>
</tr>
<tr>
<td>DDCM (Liu et al., 2020)</td>
<td>RGB</td>
<td>$&gt; 2 \cdot 10^7$</td>
<td>96.8</td>
<td>93.3</td>
<td>87.6</td>
<td>89.4</td>
<td>95.0</td>
<td>92.4</td>
<td>91.1</td>
</tr>
<tr>
<td>VFuseNet (Audebert et al., 2018)</td>
<td>RGB, IR, nDSM</td>
<td>$&gt; 8 \cdot 10^7$</td>
<td>96.3</td>
<td>92.7</td>
<td>87.3</td>
<td>88.5</td>
<td>95.4</td>
<td>92.0</td>
<td>90.6</td>
</tr>
<tr>
<td>FuseNet-lite</td>
<td>CIR, IR, nDSM</td>
<td>$4.6 \cdot 10^5$</td>
<td>96.7</td>
<td>92.6</td>
<td>87.0</td>
<td>87.8</td>
<td>94.9</td>
<td>91.8</td>
<td>90.3</td>
</tr>
</tbody>
</table>

Table 6.5: Results for Vaihingen and Potsdam and comparison to state-of-art methods based on eroded reference. Mean F1 scores with * consider class clutter as well. #Param.: number of trainable parameters. For the method described by NLPR3 in the scoreboard, no publication is found. “-”: no value is given.

In both test sites, the best OA of 91.6% is delivered by the method described as HUSTW. Although FuseNet-lite does not outperform this method, the difference in OA achieved by FuseNet-lite is within 1% of the best results. In Vaihingen, the predictions are quite close to the best ones in terms of both OA and mean F1 score. FuseNet-lite slightly outperforms HUSTW in terms of the mean F1 score by about 1%, mainly due to the improved recognition of the class car. In Potsdam, there is no large difference (-
0.9%) between the mean F1 score of *FuseNet-lite* and the best one, and a difference of -1.3% between the OA of *FuseNet-lite* and the best one is observed.

Turning the focus on the number of trainable parameters, *FuseNet-lite* is much smaller in terms of the number of parameters than all others by a factor of about 100. All works mentioned in the table are based on encoder-decoder network structures and most of them use an encoder based on ResNet (He et al., 2016). For instance, EaNet, CASIA2 and BAMTL are based on ResNet101; DDCM is based on ResNet50 and VFuseNet is based on ResNet34. The decoder part is symmetric to the encoder. Due to the large number of trainable parameters in ResNet, such methods suffer from having to determine a large number of unknown parameters from the rather limited amount of training data. Generally speaking, *FuseNet-lite* requires only about 1% or even a smaller percentage of trainable parameters than the compared methods, while it still performs on par with state-of-the-art methods. Fig. 6.12 presents some predicted examples from both sites for visualization. Some misclassifications are highlighted by the red rectangles, indicating that *FuseNet-lite* has problem of classifying some challenging areas.

### 6.1.4.3. Answers to the Questions raised in Section 5.3.1.6

In this section, five individual datasets showing different data characteristics and different class structures were used to evaluate *FuseNet-lite*. In summary, *FuseNet-lite* delivers quite good predictions with an OA in the order of 85% - 90% over all datasets, which gives the answer to the question (a) raised in Section 5.3.1.6. Compared to state-of-the-art methods involving the publicly available datasets Vaihingen and Potsdam, *FuseNet-lite* delivers classification results which are on par with the best methods though slightly worse, which is the answer to the question (b) raised in Section 5.3.1.6.

### 6.1.5. Training on the combined Datasets

Between different datasets there is a domain gap caused e.g. by different capturing seasons, sensor types or environmental conditions. In this thesis, different datasets are combined despite their domain gap to investigate whether adding data from other domains could positively contribute to the classification or not. Because the number of available training samples of each class is enlarged after combining the datasets, a positive contribution is expected. The considered combination criterion is that the combined datasets must have the same land cover class structure. Thus, the Hameln and Schleswig datasets are combined, and so are the Vaihingen and Potsdam datasets. The experiment sets ComHS-LC and ComVP-LS in Tab. 5.4 were conducted. The results based on training on combined datasets for Hameln and Schleswig and the differences to the results based on individual training are presented in Tab. 6.6, and Tab. 6.7 shows the same information for Vaihingen and Potsdam.
Figure 6.12: Examples of the predictions of $\textit{FuseNet-lite}$ in Vaihingen and Potsdam. Some misclassifications are highlighted by red rectangles.

The classification results in Schleswig are improved by +0.7% and +2% in terms of OA and mean F1 score, respectively. In Hameln, there is only a slight improvement of +0.3% in terms of the mean F1 score and no change of OA. Considering individual classes, in Hameln most classes are slightly better recognized except $\textit{grass}$ and $\textit{water}$, which have drops of F1 scores of 0.3% and 1.4%, respectively. Similar improvements can be observed in Schleswig, except that the F1 score of class $\textit{water}$ drops by 1.9%. In both sites, the decrease of the F1 score of class $\textit{water}$ in the combined dataset may be due to the different appearance of this class in Hameln and Schleswig. The lower half of Fig. 6.13 shows examples of $\textit{water}$ inside forest areas in both sites. In Schleswig, water pixels are affected by the shadow...
of trees, whereas in Hameln they are exposed to the sun. This improvement of the results by joint training are in line with the findings of Kaiser et al. (2017), who found that using a large amount of data could improve the performance of land cover classification. Although there is a large difference in the appearance of vegetation objects (i.e. grass, tree), their separability is not affected too much after combining the data from the two test sites. The upper half of Fig. 6.13 shows two examples involving trees, indicating that training based on the combined dataset delivers similar results as individual training.

Looking at the results in Vaihingen and Potsdam, training based on the combined dataset delivers almost the same results in terms of OA and mean F1 score as those delivered by training solely on each individual dataset. The combination does not degrade the performance, yet it does not boost it either.

In conclusion, the results delivered by combined datasets do not outperform the individual ones by a large margin, which is the answer to the question raised in Section 5.3.1.7. The potential of improving classification by combining datasets is still shown, but an appropriate strategy may be required to cope with the problem of domain gap, e.g. trying to learn domain-independent representations for each category from different domains. For instance, this could be achieved by adding a regularization on the intermediate feature maps (e.g. the feature maps at the end of the encoder) belonging to the same category can be considered. However, the design of such a strategy is beyond the scope of this thesis.

6.1.6. Discussion

In the context of land cover classification, an encoder-decoder based CNN called FuseNet-lite is proposed. It uses a learnable skip-connections to connect the feature maps in the lower layers of the encoder to the ones in the higher layers of the decoder. Based on the results of the experiments using five datasets, the learnable skip-connections slightly outperforms the most frequently used one based on elementwise addition. Furthermore, an extended focal loss for multi-class classification is proposed to mitigate the problem of imbalanced class distribution, by extending the original one proposed in (Lin et al., 2017). The results have shown that the focal loss has a limited positive effect on the classification performance, and the results do not largely outperform the ones delivered by the standard cross entropy loss as described in (Lin et al., 2017). The reason might be due to that the imbalance degrees of the datasets in this thesis are much smaller than the one in (Lin et al., 2017).

The results of the experiments using the Vaihingen and Potsdam datasets have shown that FuseNet-lite is comparable to state-of-art methods. The difference in OA achieved by FuseNet-lite is within 1.3% of the best published results in both datasets, whereas the difference in the mean F1 score achieved by FuseNet-lite is within 1% to the best ones. However, most of state-of-the-art methods rely on a ResNet-based structure, resulting in a large number of unknown trainable parameters. Compared to them, FuseNet-lite requires a much smaller number of parameters, namely only about \(\frac{1}{100}\). This small number of parameters can prevent the CNN from overfitting the training data to a certain degree. However, further research is required to improve the classification performance of FuseNet-lite.
Figure 6.13: Examples for the different visual appearance of tree and water in Hameln and Schleswig, respectively, and corresponding classification results of FuseNet-lite. Prediction (IND): the network was trained only using samples from the considered test site; Prediction (COM): the network was trained using a combination of samples from both test sites.

<table>
<thead>
<tr>
<th>Test Site</th>
<th>F1 [%]</th>
<th>mF1 [%]</th>
<th>OA [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>building</td>
<td>sealed area</td>
<td>soil</td>
</tr>
<tr>
<td>Hameln</td>
<td>COM</td>
<td>94.3</td>
<td>87.2</td>
</tr>
<tr>
<td></td>
<td>Δ</td>
<td>+0.1</td>
<td>+0.2</td>
</tr>
<tr>
<td>Schleswig</td>
<td>COM</td>
<td>92.1</td>
<td>84.3</td>
</tr>
<tr>
<td></td>
<td>Δ</td>
<td>-0.1</td>
<td>+0.1</td>
</tr>
</tbody>
</table>

Table 6.6: Classification results in Hameln and Schleswig. COM: results based on combined training; Δ: difference between the results of combined training and individual training, the latter being shown in Tab. 6.1. Green color denotes an increase and red color denotes a decrease of the corresponding metric.
Table 6.7: Classification results in Vaihingen and Potsdam. COM: results based on combined training; Δ: difference between the results of combined training and individual training, the latter being shown in Tab. 6.2. Green color denotes an increase and red color denotes a decrease of the corresponding metric.

<table>
<thead>
<tr>
<th>Test Site</th>
<th>F1 [%]</th>
<th>mF1 [%]</th>
<th>OA [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>building</td>
<td>impervious surface</td>
<td>low vegetation</td>
</tr>
<tr>
<td>Vaihingen</td>
<td>COM</td>
<td>93.8</td>
<td>89.1</td>
</tr>
<tr>
<td></td>
<td>Δ</td>
<td>+0.2</td>
<td>+0.1</td>
</tr>
<tr>
<td>Potsdam</td>
<td>COM</td>
<td>96.0</td>
<td>90.6</td>
</tr>
<tr>
<td></td>
<td>Δ</td>
<td>+0.5</td>
<td>0</td>
</tr>
</tbody>
</table>

6.2. Evaluation of Land Use Classification

6.2.1. Prediction Variability of LuNet-lite-JO

In order to investigate the variability of the results, ten experiments were conducted based on the same training, validation and test data, corresponding to the set of experiments called Variability-LU in Tab. 5.10. For all experiments, the hyperparameter settings are kept fixed as presented Tab. 5.11, and the Schleswig dataset described in Section 5.3.2.2 is used. Means and standard deviations of the OA and the mean F1 scores achieved on the test set are reported.

Fig. 6.14 presents the standard deviations of OA and the mean F1 scores over the three semantic levels. Looking at the OA, as the semantic level and, thus, the number of classes to be discerned, increases, the standard deviations of OA increase slightly, from about 0.6% at Level I to 0.9% at Levels II and III. In particular, they are denoted as \( \sigma_{OA}^{I} = 0.6\% \), \( \sigma_{OA}^{II} = 0.9\% \), \( \sigma_{OA}^{III} = 0.9\% \). It seems that with more classes to be discerned, the prediction variability of LuNet-lite-JO becomes slightly larger, but it is still low. Similar results are also observed for the standard deviations of the mean F1 scores: the more classes are to be discerned, the larger the predictions made by LuNet-lite-JO vary. The corresponding standard deviations of the mean F1 scores are about 1% at Level I and 1.5% at Levels II and III. In particular, they are denoted as \( \sigma_{mF1}^{I} = 1\% \), \( \sigma_{mF1}^{II} = 1.5\% \), \( \sigma_{mF1}^{III} = 1.5\% \). Similarly to the observation in land cover classification, the mean F1 scores have larger standard deviations than the OA, which is very likely to be caused by the imbalanced class distribution.

Fig. 6.15 presents the class distribution of all semantic levels and the standard deviations of all individual F1 scores on test data. One can see that there is a tendency of negative correlation (the \( r \) values in the figure) between the percentage of samples belonging to a class and the standard deviations of the F1 scores. If there is a sufficient amount of trainings samples for a class, its prediction is more stable than if it is underrepresented. For instance, at level I, the class settlement (class ID = 1, first row in Fig. 6.15) corresponds to 38% of the whole training data and achieves a standard deviation of its F1
score of about 0.8%, whereas the class *water bodies* (class ID = 4) is underrepresented (less than 5% of the training samples), and has a larger standard deviation of F1 scores of about 2.7%, indicating that its prediction is more variable. Similar outcomes can also be seen from the results at levels II and III. In summary, the standard deviations of mean F1 scores are largely affected by the standard deviations of underrepresented classes.

The answer to the question raised in Section 5.3.2.4 is that *LuNet-lite-JO* is relatively stable when it makes predictions. In particular, in terms of OA the standard deviations are less than 1%, and at the coarsest level the lowest value of about 0.6% can be achieved. In terms of mean F1 scores, there is larger deviation as the number of classes increases, and a standard deviation of about 1.5% can be achieved for all semantic levels.

![Graph](image)

Figure 6.14: Mean OA and the mean F1 scores with their standard deviations (dark red) over all semantic levels (Level I, II and III) achieved by *LuNet-lite-JO* for the Schleswig dataset. X-axis: training epoch; Y-axis: OA and mF1 score in [%].

### 6.2.2. Investigations of the Hyperparameter Settings

In this section, the impact of the three hyperparameters described in Section 5.3.2.5 on the land use classification are investigated. All experiments in the set called Hyper-LU in Tab. 5.10 are conducted and analysed.

#### 6.2.2.1. Base Learning Rate

While investigating the impact of the the base learning rate $\eta$ on the results, the values for the mini batch size $\Omega$ and the weight of the penalty term $\epsilon$ in the loss (eqs. 4.16-4.17) are set to 30 and 1, respectively. There are five investigated values of $\eta$ to be tested, which are 1, 0.1, 0.01, 0.001 and 0.0001. Fig. 6.16 presents the training and validation errors as a function of training epoch, and Fig. 6.17 presents the test OA and mean F1 scores for different values of $\eta$. 
Figure 6.15: The standard deviations of the F1 scores at different semantic levels (L I – L III). X-axis: class IDs (cf. Tab. 5.2). Y-axis: standard deviations of F1 scores; The bubble size describes the percentage of samples of a class in the dataset, and the percentages are shown in the center of the bubbles. The correlations ($r$) between the percentage of samples belonging to a class and standard deviations of the F1 scores at each semantic level are shown at the top of each chart.
Figure 6.16: Training and validation errors as a function of training epoch for different values of $\eta$ over three semantic levels using the Schleswig dataset. Solid lines: training errors; dashed lines: validation errors.
Focusing on the training and validation errors, for all values of $\eta$, the main tendency of the training errors is to decrease as training epoch increases. At level I, as $\eta$ decreases from 1 to 0.001, the training error decreases. For instance, after the final epoch 8, the training error is about 5% using $\eta = 1$ and only about 2% for $\eta = 0.001$. A similar behavior can also be observed for the training errors at levels II and III. Another obvious finding is that as the semantic level increases, the training error increases considerably. For example, after the final epoch 8, the training error increases from about 2% at level I to about 10% at level III for $\eta = 0.001$. This large training error is likely due to the fact that there are more classes to be discerned, making it more difficult for the CNN to classify the training data. However, as $\eta$ decreases further from 0.001 to 0.0001, the training error increases again: at the final epoch 8 it is increased by about 2% at level I, by 7% at level II and by 9% at level III. Regarding to validation errors, one can observe a similar behavior as for the training errors at different values of $\eta$ over all levels. From the observations mentioned so far it can be concluded that $\eta = 1$ and $\eta = 0.0001$ are improper values for the learning rate, and $\eta = 0.01$ and $\eta = 0.001$ are good choices.

Figure 6.17: OA and mean F1 scores for different values of $\eta$ over three semantic levels on the Schleswig test data.
Checking the validation errors is important because it gives information whether the trained model overfits to the training data or not. If the training and validation errors were 0, the trained model would fit the training data perfectly without overfitting. Fig. 6.16 shows training and validation errors over all values of $\eta$ and over all semantic levels. It is easy to see that the differences between the validation and training errors are quite small for $\eta = 1$ and $\eta = 0.0001$ over all levels, yet large training errors are observed, probably indicating an underfitting problem. For a proper value of $\eta$ of 0.01 or 0.001, the corresponding differences are a little larger: about 2% at level I, 4% at levels II and III. These numerical values indicate that there is some overfitting, but only to a small degree.

Now switching the focus on the test results at different levels, all values of $\eta$ lead to promising results in terms of OA of about 89% at level I. Here, $\eta = 0.001$ delivers the best OA of about 90%. However, in terms of mean F1 scores, the differences between different values of $\eta$ are larger. For instance, $\eta = 1$, for which the CNN is not well trained, delivers the worst mean F1 score of about 78% whereas $\eta = 0.001$ delivers the best mean F1 score of about 83% at level I. As the semantic level increases, there is a drop for OA of about 25% between levels I and II and of about 5% between levels II and III for all values of $\eta$. The best results in terms of OA is delivered by $\eta = 0.001$: about 66% at level II and about 61% at level III. At the same time, $\eta = 0.001$ also delivers the best mean F1 scores at levels II and III.

The answer to the question (a) raised in Section 5.3.2.5 is that too large (i.e. $\eta = 1$) or too small (i.e. $\eta = 0.0001$) values for the base learning rate cause the model not to fit the training data well to a certain degree, indicated by the large training errors. Using a value of $\eta = 0.001$ leads to good results in the experiments.

6.2.2.2. Mini Batch Size

While investigating the mini batch size $\Omega$, the values of $\eta$ and $\epsilon$ are set to 0.001 and 1, respectively. As Tab. 5.12 in section 5.3.2 shows, there are five values for $\Omega$ to be tested (2, 5, 10, 20 and 30). Fig. 6.18 presents the training and validation errors as a function of training epoch, and Fig. 6.19 presents the OA and the mean F1 scores on the test set for different values of $\Omega$.

Fig. 6.18 shows for $\Omega = 2$ the training errors are much higher than those for other values over all levels. For instance, at level I the training errors achieved using $\Omega = 2$ are about 8% higher than those for $\Omega = 5$. Furthermore, an obvious tendency is that as $\Omega$ increases, the training errors decrease at all semantic levels. For $\Omega = 30$, the lowest training errors are observed: the training error at the final epoch 8 is about 2% at level I, about 6% at level II and about 10% at level III. For a fixed $\Omega$, as the semantic level increases, the training errors also increase, which is mainly due to the increased difficulties in differentiating on the increasing number of classes. The results shown in Fig. 6.18 indicate that using a larger mini batch size is important and helpful to train a CNN. For a small value of $\Omega = 2$, it is clear to see that over all levels the validation errors are larger than those achieved for other values of $\Omega$. As the CNN does not fit the training data well, which is indicated by large training errors, it is not a surprise that the model results in larger validation errors. As $\Omega$ increases, the validation errors decrease accordingly, but the differences between validation errors and training errors increase over all levels.
Figure 6.18: Training and validation errors as a function of training epoch for different values of $\Omega$ over three semantic levels. Solid lines: training errors; dashed lines: validation errors.
Figure 6.19: OA and the mean F1 scores for different values of Ω over three semantic levels on the Schleswig test data.

Taking Ω = 5 and Ω = 30 for comparison, for Ω = 5 the differences are about 1%, 1.5% and 0% at the three semantic levels, respectively, whereas they are about 2%, 4% and 4% for Ω = 30. Indeed, a large difference indicates that the model overfits to the training data to a certain degree. Switching the focus on the test results in Fig. 6.19, it is clear that Ω = 2 delivers the worst results in terms of both OA and mean F1 scores over all levels, again indicating that the CNN is not well-trained. As Ω increases, the test results get better and better, and the best OAs over all levels are delivered by the largest value of Ω = 30, with OA of about 90% at level I, 66% at level II and 61% at level III. In addition, Ω = 30 also delivers promising mean F1 scores over all levels.

In conclusion, too small a mini batch size (i.e. Ω = 2) results in the worst classification performance, and as the mini batch size increases, smaller training and validation errors could be achieved. This conclusion is the answer to the question (a) raised in Section 5.3.2.5. However, due to a limited capacity of the GPU, the largest mini batch size which could be used is 30. It may still be possible to obtain better results by increasing the mini batch size if the available hardware allows it. It has to be noted that there
might be a dependency between mini batch size and base learning rate, which is not investigated in this thesis.

### 6.2.2.3. The Weight of the Penalty Term in the Focal Loss

In this section, investigations of the weight of the penalty term $\epsilon$ in the loss functions in eqs. 4.16 – 4.17 are performed. While investigating $\epsilon$, the values of the base learning rate $\eta$ and the mini batch size $\Omega$ are set to 0.001 and 30, respectively. As presented in Tab. 5.12 in section 5.3.2, the values for $\epsilon$ to be investigated are 0, 0.5, 1, 2, 5. Fig. 6.20 presents the training and validation errors as a function of training epoch, and Fig. 6.21 presents the test OA and mean F1 scores for different values of $\epsilon$.

Looking at the results presented in Fig. 6.20, the training errors for different values of $\epsilon$ are very close to each other at levels I and II. The largest training error is achieved for $\epsilon = 5$. Turning the focus on the validation errors, there is no clear relation between increasing the value of $\epsilon$ and the validation errors at each level. On average, the validation errors for different values of $\epsilon$ do not vary much ($\pm 0.3\%$ at level I and $\pm 0.4\%$ at level II) except the one for $\epsilon = 5$ at level III, which is about $2\%$ higher than others. It seems that the variations of $\epsilon$ do not affect the training too much.

Regarding to the test results shown in Fig. 6.21, the best results is delivered by using $\epsilon = 1$ with OAs of about $90\%$ at level I, about $66\%$ at level II and about $61\%$ at level III, and with mean F1 scores of about $83\%$ at level I, about $52\%$ at level II and about $45\%$ at level III. Compared to $\epsilon = 0$, which excludes the penalty in eqs. 4.16 and 4.17, the proposed penalty term helps the classification a little. Improvements of up to $+2\%$ (at level II) for OA and up to $+3\%$ (at level III) for the mean F1 score can be observed.

In this investigation, improvements for OA and mean F1 score are up to $+2\%$ (about $2 \cdot \sigma_{\Delta LI}^{II}$) and $+3\%$ (about $2 \cdot \sigma_{\Delta LI}^{III}$) have been observed. For underrepresented classes, there are also improvements when using a value of $\epsilon > 0$ at levels II and III.

The answer for the question (a) raised in Section 5.3.2.5 is that it seems that $\epsilon$ does not play an important role on training a CNN. Compared to the loss excluding the penalty term ($\epsilon = 0$), a proper value of $\epsilon$ ($\epsilon = 1$ in this thesis) contributes positively to the classification to a certain degree. In this investigation, improvements for OA and mean F1 score are up to $+2\%$ (about $2 \cdot \sigma_{\mu}^{III}$) and $+3\%$ (about $2 \cdot \sigma_{\mu}^{III}$) have been observed.

### 6.2.3. Impact of Joint Optimization

In this section, an evaluation using the three individual datasets is performed to answer the two scientific questions raised in Section 5.3.2.6. All experiments of the experiment sets called Baseline-JO, Exp-MT and Exp-F2C in Tab. 5.10 are conducted.
Figure 6.20: Training and validation errors as a function of training epochs for different values of $\epsilon$ over three semantic levels on the Schleswig dataset. Solid line: training errors; dashed line: validation errors.
Figure 6.21: OA and mean F1 scores for different values of $\epsilon$ over three semantic levels on the Schleswig test data.

Figure 6.22: F1 scores of the classes at semantic level I as a function of the values of $\epsilon$ in the Schleswig test data.
More precisely, experiments on Hameln, Schleswig and MV datasets are conducted based on the network variants \textit{LuNet-lite-JO}, \textit{LuNet-lite-MT} and \textit{LuNet-lite-F2C}, and their inputs are the patches of the input configuration Mask-T-Full in Tab. 5.7. It has to be noted that \textit{LuNet-lite-MT} cannot deliver predictions while guaranteeing the consistency with the class hierarchy, and although both \textit{LuNet-lite-JO} and \textit{LuNet-lite-F2C} deliver consistent hierarchical predictions, the latter one requires a sequential post-processing approach. One main drawback of the post-processing approach is that if the prediction at the finest semantic level is wrong, the entire prediction is wrong and cannot be corrected. Tab. 6.8 presents an overview of the results (OA and the mean F1 scores) of all network variants in the three test sites.

<table>
<thead>
<tr>
<th>Test Site</th>
<th>Level</th>
<th>Metrics</th>
<th>Experiment Set</th>
<th>Exp-F2C</th>
<th>Exp-MT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Baseline-JO</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>\textit{LuNet-lite-JO}</td>
<td>\textit{LuNet-lite-F2C}</td>
</tr>
<tr>
<td>Hameln</td>
<td>I</td>
<td>OA [%]</td>
<td>91.5</td>
<td>92.3</td>
<td>92.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mF1 [%]</td>
<td>85.9</td>
<td>86.1</td>
<td>86.7</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>OA [%]</td>
<td>78.5</td>
<td>78.7</td>
<td>78.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mF1 [%]</td>
<td>59.9</td>
<td>61.5</td>
<td>61.1</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>OA [%]</td>
<td>74.1</td>
<td>74.6</td>
<td>73.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mF1 [%]</td>
<td>51.8</td>
<td>54.7</td>
<td>51.2</td>
</tr>
<tr>
<td>Schleswig</td>
<td>I</td>
<td>OA [%]</td>
<td>91.0</td>
<td>90.1</td>
<td>90.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mF1 [%]</td>
<td>85.4</td>
<td>85.5</td>
<td>85.7</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>OA [%]</td>
<td>74.8</td>
<td>74.1</td>
<td>73.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mF1 [%]</td>
<td>61.8</td>
<td>63.0</td>
<td>63.9</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>OA [%]</td>
<td>70.4</td>
<td>70.0</td>
<td>69.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mF1 [%]</td>
<td>55.3</td>
<td>57.1</td>
<td>57.2</td>
</tr>
<tr>
<td>MV</td>
<td>I</td>
<td>OA [%]</td>
<td>79.7</td>
<td>79.9</td>
<td>80.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mF1 [%]</td>
<td>79.8</td>
<td>80.0</td>
<td>81.0</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>OA [%]</td>
<td>67.7</td>
<td>68.8</td>
<td>68.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mF1 [%]</td>
<td>52.0</td>
<td>52.9</td>
<td>53.4</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>OA [%]</td>
<td>64.5</td>
<td>65.3</td>
<td>65.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mF1 [%]</td>
<td>40.3</td>
<td>42.2</td>
<td>41.3</td>
</tr>
</tbody>
</table>

Table 6.8: Overview of the results achieved for Hameln, Schleswig and MV using the three network variants. Best values in each site are printed in bold font. Refer to Tab. 5.10 for the experiment sets.

Comparing \textit{LuNet-lite-JO} and \textit{LuNet-lite-F2C}, in Hameln and MV, the variant requiring post-processing approach outperforms the variant based on joint optimization in all metrics (up to +1.1% in terms of OA at level II in MV and +2.9% in terms of the mean F1 score at level III in Hameln). In Schleswig, \textit{LuNet-lite-JO} delivers better predictions than \textit{LuNet-lite-F2C} in terms of OA at all semantic levels, but again worse results in terms of the mean F1 score. Turning the focus on the comparison between \textit{LuNet-lite-JO} and \textit{LuNet-lite-MT}, the joint optimization delivers better predictions than the pure multi-task learning in most cases in Hameln and Schleswig. For instance, at level II in Schleswig the variant based on joint optimization outperforms the one based on the multi-task learning by more than 1% in terms of OA. Nonetheless, there is another picture for the predictions in MV. The multi-task
learning outperforms the variant based on joint optimization in all cases with increase of OA of up to +0.9% and an increase of the mean F1 score of up to +1.4%. As mentioned earlier, the predictions of LuNet-lite-MT do not guarantee consistency with class hierarchy. There are about 7.3%, 9.5% and 13.1% of samples for which the predictions of the three semantic levels are not consistent in Hameln, Schleswig and MV, respectively, when multi-task learning is applied.

In conclusion, the variant based on joint optimization performs better than the variants LuNet-lite-MT and LuNet-lite-F2C in some cases, and a consistent hierarchy of the predictions is kept, which serves as the answer to the question raised in Section 5.3.2.6. However, F2C performs better in some other cases than the JO approach.

In Tab. 6.8, it is clear to see that the results in MV (OA and the mean F1 scores at all levels) are considerably worse than those in Hameln and Schleswig. For instance, at level I, at which the classes are supposed to be more easily separated, the OA in MV is about 80%, which is about 10% worse than the OAs in Hameln and Schleswig. Similar tendencies are observed at levels II and III. To know the reason of the decrease, a patch-based evaluation is performed for the three datasets, because the final predictions of the polygons rely on the patch-wise predictions which are directly delivered by LuNet-lite-JO. Furthermore, the variability of the predictions of all patches of a polygon is investigated (in an ideal case, all predictions of these patches of a polygon shall be identical to support the final prediction of that polygon, in which case the variability would be zero). If the variability is large, the combined prediction of the corresponding polygon is more likely to be wrong.

**Patch-based evaluation**

Tab. 6.9 presents the evaluation results in terms of OA and the mean F1 scores in the three datasets. The corresponding numbers of test patches are shown as well. As far as the OA is concerned, there is no large difference between these datasets. Having a look at the mean F1 scores, it is easy to see that the numerical values over all levels in Hameln and Schleswig are very close, yet in MV the values are about 5-7% lower than the corresponding ones in Hameln and Schleswig. In conclusion, the network variant LuNet-lite-JO performs well in all datasets.

<table>
<thead>
<tr>
<th>Test Site</th>
<th>Level I</th>
<th>Level II</th>
<th>Level III</th>
<th>#Test Patches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OA [%]</td>
<td>mF1 [%]</td>
<td>OA [%]</td>
<td>mF1 [%]</td>
</tr>
<tr>
<td>Hameln</td>
<td>93.5</td>
<td>92.4</td>
<td>83.4</td>
<td>62.9</td>
</tr>
<tr>
<td>Schleswig</td>
<td>93.6</td>
<td>92.0</td>
<td>83.8</td>
<td>59.7</td>
</tr>
<tr>
<td>MV</td>
<td>92.2</td>
<td>84.9</td>
<td>83.7</td>
<td>55.7</td>
</tr>
</tbody>
</table>

Table 6.9: Patch-based evaluation results delivered by LuNet-lite-JO for Hameln, Schleswig and MV: OAs and mean F1 scores. The total number of test patches in each dataset is shown in the rightmost column.

**Variability of the predictions for patches of the same object**

To obtain the variability of the predictions of all patches of a polygon, four steps are taken. First, for each patch, the matches between the predictions and the reference at each semantic level are counted. Subsequently, the sum of the number of matches is divided by the number of semantic levels, and the
result is called similarity, denoted by $\varrho$. A value of $\varrho = 1$ indicates a perfect match and a value of $\varrho = 0$ indicates that the prediction is totally wrong. After obtaining the similarity values of all patches of a polygon, mean and standard deviation of these similarity values for that polygon are computed. Finally, for all polygons which have at least two patches, mean similarity ($\mu_\varrho$) and the corresponding standard deviation ($\sigma_\varrho$) are reported. The predictions of all sub patches of a polygon are expected to be similar, resulting in a low variability which would be indicated by a large mean similarity and a small standard deviation. Fig. 6.23 presents the mean similarity and the corresponding standard deviations in Hameln, Schleswig and MV.

![Figure 6.23: $\mu_\varrho$ in Hameln, Schleswig and MV. The standard deviations of the similarities ($\sigma_\varrho$) are shown in dark red.](image)

Clearly, the mean similarities in Hameln and Schleswig are much higher than that in MV, and the standard deviations are much lower than that in MV. That is to say, the variability of the predictions is much larger in MV than those in Hameln and Schleswig, which may explain the lower performance at the object level in MV. The GSD in MV is higher than that in Hameln and Schleswig (10 cm vs. 20 cm), thus, a fix input size of 256 x 256 pixels results in a smaller context window in MV, which may have a negative influence on the classification performance. One option to enlarge the context window is to use a larger patch size or to downsample the MV dataset by a factor larger than 1. The larger variability in MV is required to be investigated further to know the reason.

### 6.2.4. Impact of the Polygon Representation

To answer the two questions raised in Section 5.3.2.7, all experiments of the set called Inves-BG in Tab. 5.10 are conducted. The results are compared to those achieved from the experiments of the set Baseline-JO to obtain the answers. Tab. 6.10 presents an overview of all results.

The results obtained in Baseline-JO serve as a baseline for comparison for each test site. Firstly, comparing the results obtained with black background to the baseline. They outperform the latter with
respect to 6 metrics (out of a total of 18 metrics over three levels and three test sites), but, the differences are small: up to +1% (about $1.5 \cdot \sigma_{OA_{LI}}$) in terms of OA (at level I in MV) and +0.6% (about $0.6 \cdot \sigma_{mF_{II}}$) in terms of mean F1 score (at level I in Schleswig). Turning the focus on the remaining metrics, the baseline outperforms the results obtained with black background by a slightly larger margin of up to +1.8% (about $2 \cdot \sigma_{OA_{LIIII}}$) in terms of OA (at level III in Hameln) and +1.3% (about $1 \cdot \sigma_{mF_{II}}$) in terms of mean F1 score (also at level III in Hameln). It seems that the representation of polygon by binary masks performs slightly better than the implicit polygon representation with black background. Secondly, comparing the results obtained with Gaussian background to the baseline, they outperform the latter with respect to 5 metrics, among which the maximal increase is +0.6% in terms of OA. For all test sites, the baseline outperforms the results obtained with Gaussian background by a large margin of up to +3.1% (about $3 \cdot \sigma_{OA_{LIIII}}$) in terms of OA (at level III in Hameln) and +1.7% (about $1.1 \cdot \sigma_{mF_{II}}$) in terms of mean F1 score (at level II in Hameln). Based on these analyses, question (a) in Section 5.3.2.7 can be answered: the representation of polygons by a binary mask delivers slightly better results than the implicit polygon representation for land use classification.

<table>
<thead>
<tr>
<th>Test Site</th>
<th>Experiment Set</th>
<th>Repres.</th>
<th>Level I</th>
<th>Level II</th>
<th>Level III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>OA [%]</td>
<td>mF1 [%]</td>
<td>OA [%]</td>
</tr>
<tr>
<td>Hameln</td>
<td>Baseline-JO</td>
<td>Mask</td>
<td>91.5</td>
<td>85.9</td>
<td>78.5</td>
</tr>
<tr>
<td></td>
<td>Inves-BG</td>
<td>Black</td>
<td>92.1</td>
<td>86.4</td>
<td>76.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gauss.</td>
<td>92.1</td>
<td>85.8</td>
<td>75.6</td>
</tr>
<tr>
<td>Schleswig</td>
<td>Baseline-JO</td>
<td>Mask</td>
<td>91.0</td>
<td>85.4</td>
<td>74.8</td>
</tr>
<tr>
<td></td>
<td>Inves-BG</td>
<td>Black</td>
<td>90.7</td>
<td>86.0</td>
<td>74.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gauss.</td>
<td>90.8</td>
<td>85.5</td>
<td>74.2</td>
</tr>
<tr>
<td>MV</td>
<td>Baseline-JO</td>
<td>Mask</td>
<td>79.7</td>
<td>79.8</td>
<td>67.7</td>
</tr>
<tr>
<td></td>
<td>Inves-BG</td>
<td>Black</td>
<td>80.7</td>
<td>80.7</td>
<td>67.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gauss.</td>
<td>80.0</td>
<td>80.1</td>
<td>66.9</td>
</tr>
</tbody>
</table>

Table 6.10: Results of experiments of the experiment sets Baseline-JO and Inves-BG. Repres.: Polygon Representation, cf. Section 4.3.2. Mask: polygon mask; Black: implicit representation with back background; Gauss.: implicit representation with background affected by Gaussian noise.

To answer question (b) in Section 5.3.2.7, a comparison between the results obtained with black background and Gaussian background is performed. In Hameln and MV, the variant using black background outperforms the one based on Gaussian background with respect to 9 metrics (out of a total of 12 metrics), and the maximum increase is +1.3% for OA (at level III in Hameln) and +0.6% for the mean F1 score (at level I in Hameln). In Schleswig, the results based on black background and Gaussian background are very similar, their maximum absolute differences are +0.2% in terms of OA and +0.5% in terms of mean F1 score over all semantic levels. In conclusion, the implicit polygon representation with black background delivers slightly better predictions than the one with Gaussian background in most cases.
6.2.5. Impact of Land Cover Information

In the proposed two-step framework, land cover information is determined to serve as an additional input for the subsequent land use classification along with image data. In section 5.3.2.8, two scientific questions were raised with respect to the impact of land cover information on the results of land use classification. To answer them, a series of experiments were conducted, in which different types of land cover information (i.e. no land cover, land cover labels and land cover posteriors) are used, resulting in the experiment set called Inves-LC. It has to be mentioned again that an ensemble of the results of the network variant relying on no land cover and the network variant relying on land cover posteriori only is performed, leading to ENS-T-LC. These results are compared to those achieved in Baseline-JO, so as to answer both questions. Tab. 6.11 presents an overview of the results of all involved experiments.

<table>
<thead>
<tr>
<th>Test Site</th>
<th>Experiment Set</th>
<th>Input Configuration</th>
<th>Level I</th>
<th>Level II</th>
<th>Level III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>OA [%]</td>
<td>mF1 [%]</td>
<td>OA [%]</td>
</tr>
<tr>
<td>Hameln</td>
<td>Inves-LC</td>
<td>Mask-T-NoLC; Mask-T-LabelLC</td>
<td>92.3</td>
<td>85.4</td>
<td>78.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mask-T-LabelLC</td>
<td>92.4</td>
<td>87.0</td>
<td>77.6</td>
</tr>
<tr>
<td></td>
<td>Baseline-JO</td>
<td>Mask-T-Full</td>
<td>91.5</td>
<td>85.9</td>
<td>78.5</td>
</tr>
<tr>
<td></td>
<td>ENS-T-LC</td>
<td>Mask-T-NoLC; Mask-T-ProbLC</td>
<td>93.4</td>
<td>89.7</td>
<td>79.4</td>
</tr>
<tr>
<td>Schleswig</td>
<td>Inves-LC</td>
<td>Mask-T-NoLC; Mask-T-LabelLC</td>
<td>91.1</td>
<td>86.2</td>
<td>74.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mask-T-LabelLC</td>
<td>91.0</td>
<td>86.5</td>
<td>75.5</td>
</tr>
<tr>
<td></td>
<td>Baseline-JO</td>
<td>Mask-T-Full</td>
<td>91.0</td>
<td>85.4</td>
<td>74.8</td>
</tr>
<tr>
<td></td>
<td>ENS-T-LC</td>
<td>Mask-T-NoLC; Mask-T-ProbLC</td>
<td>90.9</td>
<td>85.6</td>
<td>75.2</td>
</tr>
<tr>
<td>MV</td>
<td>Inves-LC</td>
<td>Mask-T-NoLC; Mask-T-LabelLC</td>
<td>80.8</td>
<td>80.8</td>
<td>68.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mask-T-LabelLC</td>
<td>80.2</td>
<td>80.3</td>
<td>67.3</td>
</tr>
<tr>
<td></td>
<td>Baseline-JO</td>
<td>Mask-T-Full</td>
<td>79.7</td>
<td>79.8</td>
<td>67.7</td>
</tr>
<tr>
<td></td>
<td>ENS-T-LC</td>
<td>Mask-T-NoLC; Mask-T-ProbLC</td>
<td>81.0</td>
<td>81.0</td>
<td>69.2</td>
</tr>
</tbody>
</table>

Table 6.11: Overview of the results in different experiment sets. Tab. 5.10 presents the experiment sets.

Here, the results obtained in the variant relying on the inputs which exclude land cover information, corresponding to the input configuration Mask-T-NoLC, serve as the baseline for comparison. In general, the classification incorporating land cover information outperform the baseline in most metrics over all semantic levels, except the OA at level I in Schleswig, the mean F1 score at level III in Hameln and the mean F1 scores at levels II and III in MV; the differences of these values to the second best ones are smaller than 1%.

Comparing the results of Baseline-JO, which uses land cover posteriors as input, to the baseline in the three datasets, only 5 metrics (out of 18 metrics) perform better, with a difference of up to 0.4%. Looking at the results of the variant using land cover label as input (i.e. the input configuration Mask-T-LabelLC), only 7 metrics perform better than the baseline. The increases are up to +1.0% (about $1.1 \cdot \sigma_{DA}^{III} \%$) in terms of OA (at level III in Schleswig) and +3.0% (about $2 \cdot \sigma_{mF1}^{II} \%$) in terms of the mean F1 score (at level II in Schleswig). Finally, a comparison between the results of ENS-T-LC and the baseline
is performed. In this case, 11 out of a total of 18 metrics over the three datasets are improved: up to +1.4% (about $1.5 \cdot \sigma_{\text{OA}}^{\text{LI}}$) in terms of OA (at level III in Schleswig) and +4.5% (about $3 \cdot \sigma_{\text{mF1}}^{\text{LI}}$) in terms of the mean F1 score (at level I in Hameln). It seems that this way of incorporating land cover information improves the classification most.

The results of ENS-T-LC outperform the ones based on the input configuration Mask-T-LabelLC in 10 metrics with +0.9% to +2.4% in terms of OA and +0.2% to 2.7% in terms of mean F1 scores over all semantic levels. For those rest metrics, the ensemble method does not outperform the other one: the differences are -0.1% to -0.4% in terms of OA and -0.4% to -3.2% in terms of mean F1 scores. Conclusively speaking, the ensemble method delivers better results than the ones relying on land cover labels in most cases. Comparing the results of ENS-T-LC and Baseline-JO, it can be seen that 15 out of a total of 18 metrics are improved by the ensemble method. The improvements are up to +1.9% (about $3 \cdot \sigma_{\text{OA}}^{\text{LI}}$) in terms of OA (at level I in Hameln) and +3.8% (about $4 \cdot \sigma_{\text{mF1}}^{\text{LI}}$) in terms of mean F1 score (also at level I in Hameln).

On the basis of the analysis described so far, the answer to the question (a) in Section 5.3.2.8 is that the land cover information does have positive impact on land use classification. In the pursuit of obtaining a higher accuracy, the optimal way is to perform classification using image data and land cover posteriors separately, and then making a final prediction by combining these results via an ensemble. This is the answer to the question (b) in Section 5.3.2.8. In the following sections, the land cover information is utilized in a way as ENS-T-LC does.

### 6.2.6. Impact of the Patch Generation Approach

With respect to the scaling approach, two questions have been raised in Section 5.3.2.9. To answer the question (a), all experiments of the experiment set called Inves-Scaling in Tab. 5.10 were conducted, in which the scaled patches, corresponding to the input configurations Mask-S-NoLC and Mask-S-ProbLC, serve as input, resulting in two network variants based on LuNet-lite-JO. The obtained results of both network variants are combined with results achieved by the two network variants using the input configurations Mask-T-NoLC and Mask-T-ProbLC (as presented in Section 6.2.5) forming an ensemble and resulting in ENS-TS-LC. To answer the question (b), all experiments of the experiment set called Inves-ComTS were conducted, in which all tiled and multi-scaled patches of small polygons are combined by the COM-TS approach presented in Section 4.2.3.3. Here, the input configurations Mask-Com-NoLC and Mask-Com-ProbLC in Tab. 5.8 are used, resulting in two types of inputs for the CNN. Another two network variants based on LuNet-lite-JO using these two types of inputs are trained and tested, and their results are again combined in an ensemble, leading to ENS-ComTS-LC. The results of ENS-T-LC in Section 6.2.5 serve as the baseline for comparison. Tab. 6.12 presents an overview of the results of ENS-TS-LC, ENS-ComTS-LC and the baseline.

Comparing the results between ENS-TS-LC and the baseline, the former one is a winner. The improvement caused by the integration of the scaling approach is between +0.6% (level III in Schleswig) and +2% (level II in MV) in terms of OA, and between +0.6% (level III in Schleswig) and +2.3% (level II in MV) in terms of the mean F1 score. Looking at the results delivered by ENS-ComTS-LC, they
outperform the ones of the baseline in Hameln and MV. Although they are slightly worse than the ones of the baseline in Schleswig, the absolute differences are very small (up to 0.4% in terms of OA and 0.5% in terms of the mean F1 score). The results of ENS-TS-LC outperform the ones of ENS-ComTS-LC in Hameln and Schleswig (up to +1.3% for OA and +2.2% for mean F1 score) and achieve very similar to the ones of ENS-ComTS-LC in MV. In conclusion, the scaling approach does help the land use classification, and the ensemble method ENS-TS-LC delivers better results in most cases, which is the answer to the question (a) in Section 5.3.2.9.

The results of ENS-TS-LC outperform the ones of ENS-ComTS-LC in Hameln and Schleswig (up to +1.3% for OA and +2.2% for mean F1 score) and achieve very similar to the ones of ENS-ComTS-LC in MV. In conclusion, the scaling approach does help the land use classification, and the ensemble method ENS-TS-LC delivers better results in most cases, which is the answer to the question (a) in Section 5.3.2.9.

The primary goal of the multi-scale approach is to improve the classification of small polygons. Thus, it is quite interesting to see the changes for small polygons. Fig. 6.24 shows the differences between the results achieved by ENS-TS-LC and ENS-ComTS-LC and those achieved by the baseline as a function of object size. Tab. 6.13 presents the number of objects in each object size bin differentiated in Fig. 6.24. Looking at the OA in all test sites, the classification is improved by ENS-TS-LC in most object size groups (by up to +8%). In Hameln and Schleswig, objects smaller than 0.1*A are better identified, yet in MV there is a negative impact. As far as the mean F1 scores are concerned, ENS-TS-LC delivers also much better results than the baseline with improvements of up to +14% for most object sizes in the three datasets.

A similar behavior can be observed for objects larger than 0.1*A in the three test sites based on the differences between results of ENS-ComTS-LC and the baseline, but with a lower degree of improvement (up to +7% for OA and +12% for mean F1 score). However, for objects smaller than 0.1*A in the three test sites, there is a decrease of OA in Schleswig and MV (up to –4%), and of the mean F1 score in Hameln and Schleswig (up to –6%) over the three semantic levels. In conclusion, the classification of small polygons profits from the scaling approach, especially for objects having a size between 0.1*A and A, which is the answer to the question (b).

### 6.2.7. Evaluation on all Datasets

To answer the two questions raised in Section 5.3.2.10, the results achieved by ENS-TS-LC are used for evaluation, because they outperform the results delivered by other methods in most cases. To obtain further insights into the separability of classes as a function of the semantic level, an analysis of the results for all three datasets are carried out. Tab. 6.14 presents the F1 scores for all categories at all semantic levels.

**Level I:** at this level, the four classes can be separated easily in the three datasets, and the results in Hameln and Schleswig are superior than those in MV. In Hameln and Schleswig, class *water body* has the lowest F1 score compared to other classes, indicating a problem with that class. This may partly be due to the fact that there are very few samples of that class (about 2% and 3.3% in Hameln and Schleswig, respectively). Furthermore, the confusion matrix shows that about 14.4% of the samples of *water body* in Hameln are confused with *traffic*; the corresponding percentage for Schleswig is 21.7%. The reason for this confusion could be that both object types are very similar in shape and some land cover components (e.g. both are surrounded by *grass* and *tree* pixels). In addition, the main material (*water* vs. *sealed*) appears similar, and both types of objects may be occluded or affected by cast shadow.
In combination with the relatively small number of training samples for water, these problems apparently prevent the CNN from properly learning to differentiate these classes. In MV, class traffic has the lowest F1 score, and the corresponding objects are mainly misclassified as water body.

**Level II:** the results at this level are analysed according to the ancestor categories at level I. In Hameln, there are three level II sub-categories of settlement achieving F1 scores over 60% (residential, industry and recreation), whereas the corresponding number is two in MV and Schleswig (residential and recreation); obviously, it is more difficult to differentiate the other categories correctly. The main source of errors is a confusion between mixed usage, industry and residential. This may be due to their similar appearance and composition of land cover elements (cf. Fig. 6.25 a, 6.25 b, 6.25 c). Among the sub-categories of traffic, road traffic and path are differentiated best (F1 scores ≥ 60% in all sites). Parking lot is frequently confused with road traffic and industry. It can be differentiated much better in Hameln than in Schleswig, where about 50% of the parking lot objects are erroneously assigned to road traffic.

<table>
<thead>
<tr>
<th>Test Site</th>
<th>Method</th>
<th>Level I</th>
<th>Level II</th>
<th>Level III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OA [%]</td>
<td>mF1 [%]</td>
<td>OA [%]</td>
<td>mF1 [%]</td>
</tr>
<tr>
<td>Hameln</td>
<td>ENS-T-LC</td>
<td>93.4</td>
<td>89.7</td>
<td>79.4</td>
</tr>
<tr>
<td></td>
<td>ENS-ComTS-LC</td>
<td>94.1</td>
<td>90.3</td>
<td>80.2</td>
</tr>
<tr>
<td></td>
<td>ENS-TS-LC</td>
<td>94.4</td>
<td>91.0</td>
<td>80.8</td>
</tr>
<tr>
<td>Schleswig</td>
<td>ENS-T-LC</td>
<td>90.9</td>
<td>85.6</td>
<td>75.2</td>
</tr>
<tr>
<td></td>
<td>ENS-ComTS-LC</td>
<td>90.7</td>
<td>85.2</td>
<td>74.9</td>
</tr>
<tr>
<td></td>
<td>ENS-TS-LC</td>
<td>91.9</td>
<td>87.4</td>
<td>76.1</td>
</tr>
<tr>
<td>MV</td>
<td>ENS-T-LC</td>
<td>81.0</td>
<td>81.0</td>
<td>69.2</td>
</tr>
<tr>
<td></td>
<td>ENS-ComTS-LC</td>
<td>82.7</td>
<td>82.9</td>
<td>71.2</td>
</tr>
<tr>
<td></td>
<td>ENS-TS-LC</td>
<td>82.7</td>
<td>82.8</td>
<td>71.2</td>
</tr>
</tbody>
</table>

Table 6.12: Test results from different ensemble methods in Hameln, Schleswig and MV. Best results are shown in bold.

<table>
<thead>
<tr>
<th>Test Site</th>
<th>Object Size</th>
<th>#Small Polygons</th>
<th>Percentage in the whole dataset [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt; 0.1*A</td>
<td>0.1<em>A – 0.3</em>A</td>
<td>0.3<em>A – 0.5</em>A</td>
</tr>
<tr>
<td>Hameln</td>
<td>423</td>
<td>449</td>
<td>354</td>
</tr>
<tr>
<td></td>
<td>261</td>
<td>447</td>
<td>367</td>
</tr>
<tr>
<td></td>
<td>170</td>
<td>215</td>
<td>172</td>
</tr>
<tr>
<td>Schleswig</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MV</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.13: Number of small polygons as a function of the object size bin differentiated in Fig. 6.24 in Hameln, Schleswig and MV, and the corresponding percentage in the whole dataset. A is the area of a patch of 256 x 256 pixels \(A = 2621 \text{ m}^2\) at GSD of 20 cm in Hameln and Schleswig and \(A = 533 \text{ m}^2\) at GSD of 10 cm in MV.
Figure 6.24: Differences of OA (left column) and mean F1 score (right column) between the results of ENS-TS-LC and the baseline, and between the results of ENS-ComTS-LC and the baseline, achieved by LuNet-lite-JO, as a function of object size with a focus on polygons smaller than size A, where A is the area of a patch of 256 x 256 pixels (A = 2621 m² at GSD of 20 cm in Hameln and Schleswig and A = 533 m² at GSD of 10 cm in MV). Solid bars: differences between ENS-TS-LC and the baseline; checked bars: differences between ENS-ComTS-LC and the baseline. The number of objects per bin is shown in Tab. 6.13.
<table>
<thead>
<tr>
<th>Level I</th>
<th>Level II</th>
<th>Level III</th>
</tr>
</thead>
<tbody>
<tr>
<td>category</td>
<td>Hameln</td>
<td>Schleswig</td>
</tr>
<tr>
<td>res.</td>
<td>87.3</td>
<td>87.2</td>
</tr>
<tr>
<td>ind.</td>
<td>76.7</td>
<td>59.2</td>
</tr>
<tr>
<td>mix</td>
<td>0</td>
<td>17.1</td>
</tr>
<tr>
<td>special</td>
<td>55.0</td>
<td>35.7</td>
</tr>
<tr>
<td>rec.</td>
<td>79.1</td>
<td>71.7</td>
</tr>
<tr>
<td>ro.traf.</td>
<td>85.4</td>
<td>87.1</td>
</tr>
<tr>
<td>path</td>
<td>85.5</td>
<td>76.2</td>
</tr>
<tr>
<td>park.lot</td>
<td>59.8</td>
<td>42.4</td>
</tr>
<tr>
<td>agr.</td>
<td>88.1</td>
<td>92.7</td>
</tr>
<tr>
<td>forest</td>
<td>83.0</td>
<td>89.3</td>
</tr>
<tr>
<td>grove</td>
<td>65.3</td>
<td>48.2</td>
</tr>
<tr>
<td>moor</td>
<td>48.2</td>
<td>61.3</td>
</tr>
<tr>
<td>flow.wat.</td>
<td>82.5</td>
<td>26.5</td>
</tr>
<tr>
<td>stag.wat.</td>
<td>10.0</td>
<td>79.3</td>
</tr>
<tr>
<td>flow.wat.bo</td>
<td>82.5</td>
<td>26.5</td>
</tr>
<tr>
<td>stag.wat.bo</td>
<td>10.0</td>
<td>79.3</td>
</tr>
</tbody>
</table>

Table 6.14: F1 scores in [%] of individual categories at all semantic levels achieved in ENS-TS-LC. Refer to Tab. 5.2 for the abbreviations of the categories. F1 scores of ≥ 50% are printed in bold font.

Figs. 6.25 b and 6.25 d show examples for two objects belonging to the classes industry and parking lot that have a very similar appearance; this degree of similarity between these object types may be the reason why they are confused frequently. Among the sub-categories of vegetation, agriculture and forest are particularly well classified (F1 ≥ 75%) in all cases. The other sub-categories are more problematic. Grove is most frequently confused with recreation and forest, i.e. again with classes that have a similar appearance (cf. Figs. 6.26 a and 6.26 b). The category moor is mainly confused with agriculture.

**Level III:** at this level, some classes can be differentiated very well, e.g. residential in use or motor road, both with F1 scores larger than 70% in all cases. Although more than half of the categories achieve F1 scores larger than 50%, it is still more difficult to separate all categories than it is at other levels. To a certain degree this is due to the comparably small number of training samples for some classes, e.g. classes stagnant water body and special usage.

In summary, with an increasing number of categories from level to level, it becomes more and more difficult for a classifier to differentiate them, which is the answer to the question (a) in Section 5.3.2.10. At the finer levels, some categories are very similar in appearance and land cover composition (e.g. industry vs. mixed usage; grove vs. forest), which may make them difficult to be discerned. On the other hand, the scarcity of training samples also has a negative impact on some classes. The situation could be improved by increasing the number of training samples further, e.g. by enlarging the size of the area to be processed, or combining different data sources despite a domain gap. This would certainly be required if the classification at level III should achieve the level of accuracy required for operational use.
Influence of the object size

In (Yang et al., 2019; Yang et al., 2020; Yang et al., 2021), it has been noted that the object size has a large influence on the classification accuracy and mean F1 scores. Thus, in this thesis an analysis of that influence is carried out again on the basis of the results delivered by ENS-TS-LC in Hameln, Schleswig and MV. Fig. 6.27 shows the overall accuracy and mean F1 scores as a function of object size. The corresponding number of objects and average number of tiles per object, generated by the tiling approach in each object size group are presented in Tab. 6.15.

As far as the OA is concerned, in all datasets, a clear trend is visible: larger objects are better classified than smaller ones at each semantic level. In Hameln, even small objects can be detected with an OA better than 90% at level I, but the larger the object, the better the prediction becomes. The differences of OA between objects of different size are more pronounced at levels II and III. The most significant improvement of OA occurs between objects having a size between $A = 2621 \text{ m}^2$ (the area of a patch of 256 x 256 pixels at a GSD of 20 cm) and 2A and objects of size 2A to 3A (+15% at level II and +13% at level III). In Schleswig, there is a similar trend. It seems to be more difficult to classify objects smaller than $A = 2621 \text{ m}^2$ at level I. Over all levels, the biggest increase occurs between objects smaller than A and objects having an area between A and 2A (+8% at level I, +16% at level II and +14% at level III). In MV, due to a GSD of 10 cm, the area of a patch of 256 x 256 pixels is $A = 655 \text{ m}^2$. Clearly, the trend of an increasing OA for larger objects is observed again. The most prominent increases occur between objects having size between 2A and 3A and objects having an area more than 3A, which are +7% at level I, +13% at level II and +10% at level III.

Considering the mean F1 scores in all sites, the tendency to increase with the area can be observed at level I, similar to the case of OA. However, at level II the mean F1 scores do not change too much for different object sizes in Hameln and Schleswig, which is mainly due to the unbalanced class distribution, which affects both large and small objects. In MV, there is again a large improvement of mean F1 scores between objects having size between 2A and 3A and objects having an area more than 3A (+16%). At level III, the largest increase of mean F1 scores occurs between objects having a size between A and 2A and objects having size between 2A and 3A in Hameln (+9%) and in Schleswig (+10%), whereas it occurs between objects having size between 2A and 3A, and objects having an area more than 3A in MV (+14%).

<table>
<thead>
<tr>
<th>Object Size</th>
<th>Hameln</th>
<th>Schleswig</th>
<th>MV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Polygon</td>
<td>#avg. Tiles</td>
<td>#Polygon</td>
</tr>
<tr>
<td>&lt; A</td>
<td>1757</td>
<td>1.4</td>
<td>1754</td>
</tr>
<tr>
<td>2A – 3A</td>
<td>513</td>
<td>3.0</td>
<td>768</td>
</tr>
<tr>
<td>&gt; 3A</td>
<td>222</td>
<td>4.6</td>
<td>393</td>
</tr>
<tr>
<td>&gt; 3A</td>
<td>453</td>
<td>10.1</td>
<td>1430</td>
</tr>
</tbody>
</table>

Table 6.15: Number of polygons (#Polygons) and average number of tiles per object (#avg. Tiles) generated by the tiling approach as a function of object size in Hameln, Schleswig and MV. $A = 2621 \text{ m}^2$ at a GSD of 20 cm (Hameln and Schleswig) and $A = 533 \text{ m}^2$ at a GSD of 10 cm (MV).
Figure 6.25: Similar land use objects in category level II corresponding to settlement and traffic at level I. Upper row: binary images indicating the object shapes, bottom row: RGB orthophoto.

Figure 6.26: Similar land use objects in category level II corresponding to settlement and vegetation at level I. Upper row: binary images indicating the object shapes, bottom row: RGB orthophoto.
Figure 6.27: OA (left column) and the mean F1 score (right column) of land use classification achieved by ENS-TS-LC in each site as a function of object size given in units of $A$, which is the area of a patch of 256 x 256 pixels. $A = 2621 \, m^2$ at a GSD of 20 cm (Hameln and Schleswig) and $A = 533 \, m^2$ at a GSD of 10 cm (MV). The number of objects and the corresponding average number of tiles per object in each object size bin are shown in Tab. 6.15.
This analysis makes clear that in addition to the number of training samples per class, the object size is another limiting factor for the success of the classification at all semantic levels. Larger objects are better classified in general, which is the answer to the question (b) in Section 5.3.2.10. At level I, the accuracies achieved for small objects (~85% - 95%) may still be in an acceptable range in Hameln and Schleswig, at higher semantic levels this problem becomes more crucial, e.g. leading to about 40% of false classifications for small objects in Schleswig. However, in MV the accuracies for objects smaller than 2A are lower than 80% at all levels, which poses a problem in a real application. It can be expected that enlarging the test areas or adding more training data will improve the performance in some degree.

### 6.2.8. Training on combined Datasets

Similarly to land cover classification, datasets are combined to investigate whether there is a benefit for land use classification. For that purpose, the Hameln and Schleswig datasets are combined. The four types of inputs, corresponding to the input configurations Mask-T-NoLC, Mask-T-ProbLC, Mask-S-NoLC, Mask-S-ProbLC of both datasets, are combined respectively, resulting in four network variants based on LuNet-lite-JO. These network variants are trained and tested, corresponding to the experiments of the experiment set ComHS-LU in Tab. 5.10. All classification results achieved by the four network variants are combined in an ensemble, leading to ENS-TS-LC-ComHS. To answer the question raised in Section 5.3.2.11, comparisons between ENS-TS-LC-ComHS and ENS-TS-LC are performed for Hameln and Schleswig. Tab. 6.16 presents an overview of the results achieved by ENS-TS-LC-ComHS and ENS-TS-LC.

<table>
<thead>
<tr>
<th>Test site</th>
<th>Category level</th>
<th>Level I</th>
<th></th>
<th>Level II</th>
<th></th>
<th>Level III</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OA [%]</td>
<td>mF1 [%]</td>
<td>OA [%]</td>
<td>mF1 [%]</td>
<td>OA [%]</td>
<td>mF1 [%]</td>
<td></td>
</tr>
<tr>
<td>Hameln</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IND</td>
<td>94.4</td>
<td>91.0</td>
<td>80.8</td>
<td>64.7</td>
<td>76.8</td>
<td>55.8</td>
<td></td>
</tr>
<tr>
<td>COM</td>
<td>94.2</td>
<td>89.7</td>
<td>81.2</td>
<td>64.5</td>
<td>77.1</td>
<td>55.7</td>
<td></td>
</tr>
<tr>
<td>Δ</td>
<td>-0.2</td>
<td>-1.3</td>
<td>+0.4</td>
<td>-0.2</td>
<td>+0.3</td>
<td>-0.1</td>
<td></td>
</tr>
<tr>
<td>Schleswig</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IND</td>
<td>91.9</td>
<td>87.4</td>
<td>76.1</td>
<td>62.4</td>
<td>71.7</td>
<td>55.8</td>
<td></td>
</tr>
<tr>
<td>COM</td>
<td>92.3</td>
<td>87.0</td>
<td>76.2</td>
<td>61.7</td>
<td>72.1</td>
<td>56.1</td>
<td></td>
</tr>
<tr>
<td>Δ</td>
<td>+0.4</td>
<td>-0.4</td>
<td>+0.1</td>
<td>-0.7</td>
<td>+0.4</td>
<td>+0.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.16: Classification results in each test site. COM: results achieved by ENS-TS-LC-ComHS; IND: results achieved by ENS-TS-LC; Δ: difference between the results of COM and IND. Green color denotes an increase and red color denotes a decrease of metrics.

The difference between Hameln and Schleswig is mainly caused by different capturing seasons (spring in Hameln, summer in Schleswig), which should mainly affect vegetation objects, e.g. deciduous trees and agriculture. In Hameln, the OAs of the two training variants are close to each other for all three semantic levels, with an absolute difference smaller than 0.5%, and the results relying on the training on the combined dataset are slightly better. Nonetheless, the mean F1 score achieved by the training on the combined datasets is worse than the one achieved by individual training (up to –1.3% at level I). In Schleswig, the training on the combined dataset delivers slightly better classification results than the
individual training in terms of OA over all semantic levels (up to +0.4%). Similar to Hameln, there is also decrease of the mean F1 scores at levels I and II (up to –0.7%). However, a slight improvement of the mean F1 scores of +0.3% is observed at level III. In conclusion, the answer to the question raised in Section 5.3.2.11 is that adding more data seems to not help the land use classification too much.

6.2.9. Discussion

In the context of land use classification, a workflow of classifying land use objects, which are stored in the form of polygons in geospatial databases, in multiple semantic levels based on CNN is proposed. Due to the variations of polygons in size and shape, they are required to be converted to CNN patches of regular size. For that purpose, two approaches are proposed, namely tiling and scaling. The prediction of a polygon relies on the predictions for its patches. To guarantee a consistent prediction with the class hierarchy, two strategies are proposed. The first one is starting the predictions at the finest level and using a post-processing strategy called fine-to-coarse (F2C) to control the predictions at the coarser levels, whereas the other one uses the so-called joint optimization (JO) strategy to select the hierarchical tuple having the maximum joint class scores over all semantic levels as prediction. Due to the fact that the class distributions are imbalanced in the datasets, a focal-loss-style penalty term has been applied in the loss designed for the JO, with the expectation that the problem of the imbalance of distribution can be mitigated to a certain degree.

The results of experiments in three datasets have shown that the F2C approach delivers better predictions than the JO approach in the Hameln and MV datasets with a difference of up to +1.1% in terms of OA and of up to +2.9% in terms of the mean F1 score. In Schleswig, the JO approach outperforms the F2C approach only in terms of OA by up to 1%. This fact indicates that the JO strategy still has some limitations on the hierarchical land use classification, which is required to be further investigated. Turning the focus on the loss for JO, it has been found that a value larger than 0 to the weight of the penalty term can improve the classification performance, in particular the F1 score of the underrepresented classes.

The investigations of the impact of land cover information have shown that the best way to utilize the land cover information is by ensemble. Precisely speaking, image data and land cover posteriors of a polygon serve as individual input for two CNNs. The final prediction for that polygon shall be made by combining the predictions delivered by the two CNNs in an ensemble. Regarding to the scaling approach, another two CNNs using the scaled inputs based on image data and land cover posteriors need to be created. The final prediction of a polygon is made by combining the results delivered by the four CNNs in an ensemble.

To investigate whether adding more data from different domains help the classification or not, the Hameln and Schleswig datasets are combined. Four CNNs using different input configurations of the combined datasets are trained and tested. Their achieved classification results are combined in an ensemble to predict the land use of the polygons. The results achieved based on training on the combined dataset have shown that there is a slight improvement compared to the results based on individual training, but not too much, although there is domain gap between the two datasets. Further research is
required to investigate whether there is still more potential to improve the classification by combining datasets.
7. Conclusion and Outlook

7.1. Conclusion

In this thesis, a hierarchical deep learning framework based on CNN with the goal of the verification of geospatial databases with hierarchical object catalogue is proposed. Using high-resolution aerial images and derived products as input, a two-step classification procedure is applied: first, land cover information is determined at pixel level; afterwards, that information along with the aerial images and additional information such as height data is combined in a second classification process to determine the land use for every database object. This strategy is chosen because land use objects of a given class (e.g. residential, agricultural) are often composed of different land cover elements, so that the prediction of land cover delivers valuable information for determining land use.

In the context of land cover classification, the main contribution is the proposed two-branch encoder-decoder network FuseNet-lite, which utilizes the proposed learnable skip-connections to fuse the features in the encoder stage to those in the corresponding decoder stage. In FuseNet-lite, the first branch requires RGB image data and the second branch requires RID image data. Compared to the commonly applied elementwise addition skip-connections, the proposed one is able to learn the combination of features. Experiments using five different datasets show that CNNs with the learnable skip-connections outperform those with elementwise addition skip-connections in most cases in terms of OA and the mean F1 score. Particularly, underrepresented classes profit from the learnable skip-connections to a certain degree, for instance, class clutter in Hameln, Vaihingen and MV, car in Schleswig and unpaved road in MV. Their F1 scores are increased by 3% to 9%. Compared to CNN without skip-connections, the CNN with skip-connections improve the OA by 1% to 2.7% and the mean F1 scores by 1% to 8.2% in those five datasets.

Another contribution is the proposed extended focal loss to mitigate the problem of imbalanced class distribution. However, the results of the experiments using the Hameln and Vaihingen datasets have shown that the variant using the standard cross entropy performs better than the one using the proposed focal loss in some cases. This is contrast to the findings in (Lin et al. 2017). The reason may be due to the fact that the imbalance degree of the class distributions is much smaller than the one in (Lin et al. 2017). In comparison with state-of-the-art methods using the benchmark datasets of Vaihingen and Potsdam, the proposed FuseNet-lite delivers results on par with them: in terms of OA, the difference between the best results and the predictions of FuseNet-lite is within 1%. However, FuseNet-lite requires only about 1% or even smaller percentage of the parameters required by ResNet-based methods, for which the best performance has been reported on these datasets.

In the context of land use classification, the main contribution is the development of a CNN-based method for hierarchical land use classification. Due to the fact that many topographic databases contain land use information in different semantic levels of abstraction, from the view of the application, it is beneficial for NMAs to obtain classification results in multiple semantic levels. To achieve that goal, two network variants are proposed. The first one (LuNet-lite-JO), on the basis of a multi-task network LuNet-lite-MT, predicts land use at multiple semantic levels while guaranteeing the consistency with the
class hierarchy. In that CNN, a so-called joint optimization (JO) strategy is proposed to optimize the joint class scores of the hierarchical tuples. Another network variant called \textit{LuNet-lite-F2C} starts with predictions at the finest level, and uses them to control the predictions at coarser levels by a post processing strategy called \textit{fine-to-coarse} (F2C).

Because land use objects are represented as polygon in the geospatial databases, they need to be pre-processed to regular-sized patches which fit the input size of CNN. A polygon is represented in the form of combination of a binary mask, showing the polygon’s shape, and the corresponding image data (e.g. RGB). Two approaches of patch generation are proposed. One is to split polygon into tiles whereas the other one is scaling. In the tiling approach, large polygons will have multiple representative patches whereas small polygons will have exactly one patch. In contrast to tiling, small polygons will have patches of multiple scales in the scaling approach and large polygons will have exactly one patch. Patches generated from tiling and scaling approaches serve as input for the CNN.

Experiments using three datasets show that the variant relying on JO strategy delivers better predictions in most cases than the multi-task network, but does not outperform the one relying on the F2C strategy. It has to be noted that one main drawback of \textit{LuNet-lite-MT} is that its prediction may not be consistent with the class hierarchy, and in the F2C-based variant, if the prediction at the finest semantic level is wrong, the entire prediction is wrong and cannot be corrected. The experiments of investigating the impact of land cover information on land use classification show that the results relying on an ensemble of the predictions of the CNN variants using only land cover information and only image data are the best in most cases. The assessment of the impact of the scaling approach on land use classification shows that the results achieved by an ensemble of the predictions of the variants relying on the patches generated by scaling and tiling are the best. Compared to results only relying on the patches generated by the tiling approach, the classification of small polygons is improved by the ensemble predictions relying, by up to 10% in terms of OA and 14% in terms of the mean F1 score in the three datasets.

On the basis of the results of this ensemble, one can see that the object size is also an important factor influencing the classification. Generally speaking, the classes of large polygons are better identified than those of smaller ones. As large polygons have more patches than small polygons, the improved quality for large polygons may be due to the combination of more predictions. In addition, it is found that as the number of classes increases, the classification performance decreases, which poses a problem in a real application. One reason for that decrease is the low number of training samples for some classes. Therefore, one possibility to increase the performance is to increase the training data set by enlarging test areas. In this thesis, research on combining datasets so as to increase training data was performed. It has to be noted that these datasets have differences caused e.g. by different capturing seasons. The results relying on training on combined datasets show that there is slight improvement for the classification of the classes at the finest semantic level.
7.2. Outlook

CNN commonly have a large number of unknown parameters (weights in filter matrices and in FC layers), which are learned from training data. To obtain reliable results, a sufficient number of correct and representative training samples is a pre-requisite (Kaiser et al., 2017). However, it is time-consuming and expensive to get a large number of training samples via manual labelling for a classification task. To reduce the effort of the manual labelling, yet still guarantee a high classification quality, there are some possibilities to consider:

- **Transfer learning**: this is a common strategy applied in deep learning, e.g. in (Yosinski et al., 2014). One can use a CNN with pre-trained weights, which are learned from a large dataset, to initialize the CNN and fine-tune it on a small dataset. Training from scratch on a small dataset may prevent training from converging to a good optimum in parameter space (corresponding to overfitting). Pre-training on a large dataset has already adapted the CNN well to the original task, and the classifiers seems to “remember” previously seen samples even if taken from a different domain. Therefore, transfer learning will start the training from a good point to adapt the CNN to fit the new small dataset.

- **Domain adaptation**: another possibility is using multi-source data to train the CNN despite a domain gap. In land cover classification, the experiments in section 6.1.5 have shown that combining datasets contributes to the individual classification only to a very limited degree. However, it is still expected that the combination would give a larger contribution, if an appropriate strategy for domain adaption were designed. As these data come from different domains, it may be useful to design strategy to learn a more common representation for the same category from all available data, for instance, by adding regularization on the intermediate feature maps belonging the same category, e.g. (Wittich et al., 2019).

- **Label noise**: it is also possible to consider the existing geospatial databases (land cover and land use), which can be used to derive class labels. However, a severe problem of such databases is that the available labels may be wrong (e.g. due to temporal changes or errors in the original acquisition). Kaiser et al. (2017) combined a huge amount of data from Google aerial images, Open Street Map and the Potsdam dataset from ISPRS 2D Labeling Challenge to obtain class labels for buildings and roads. They found that using large amount of data from multiple cities with inaccurate labels can nevertheless boost the performance of classification for both objects if a small “clean” data is available. However, they did not explicitly design strategy to tackle the problem of label noise in their CNN. Maas et al. (2019) proposed a label noise robust classifier based on random forests to mitigate the impact of wrong class labels of training samples. Therefore, it is very interesting to transfer the principles for dealing with label noise to CNN-based land cover and land use classification.

Currently, land cover is firstly determined by an independent CNN, and then it is combined with image data to serve as input for the subsequent land use classification. The experiments have shown that land cover classification results clearly support the classification of land use. However, in the current
framework the support is unidirectional (from land cover to land use). It is also expected that land use classification results could support the performance of land cover classification as well. Albert et al. (2017) proposed a higher-order CRF to classify land cover and land use simultaneously, and their results show that the accuracy of land cover is improved by the simultaneous classification. In the context of deep learning, Zhang et al., (2019) proposed a joint deep learning framework for land cover and land use classification. They use a multi-layer perceptrons (MLP) for land cover classification and a CNN for land use classification. The training of the MLP and the CNN is carried out simultaneously. The results show that there is a dependency between land cover and land use. In the case of simultaneous classification relying on CNN, an input image patch will have two types of reference: one single land use label and pixel-level land cover labels. To classify them simultaneously, a series of convolution and pooling layers could be shared to encode the input image, and then the CNN is divided into two branches, where one branch is input for a symmetric decoder to classify land cover at pixel level, and the other one consists of further convolution and pooling layers to obtain a 1D feature vector for land use classification. In that model, the strategy of exchanging information between land cover and land use should be investigated, so that a bidirectional support can be achieved.

The proposed deep learning framework relies on the object boundaries stored in a database. These boundaries are supposed to be correct and unchanged. However, the change of land use can lead to a change of the object boundaries. Thus, it is required to check the object boundaries in the verification process and possibly update the boundaries. For that purpose, one possibility is to use the land cover results, which can indicate a possible boundary change. This might be achievable by training a CNN to predict object boundaries, extending the works of (Marmanis et al., 2018) and (Volpi & Tuia, 2018) to the boundaries of land use objects.
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