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Abstract

3D digitization is of vital importance for cultural heritage assets for modern civilizations re-
garding safekeeping and promotion. Generally, cultural heritage indicates old buildings, ancient
status or unearthed relics for the public. However, the objectives to be digitized also include
tools and instruments that have been widely applied in the past decades, even though they
have been replaced with more advanced technologies. We call these technical instruments and
artifacts Tech Heritage (TH). Gyroscopes are one group of such fascinating instruments with a
history dating back to 200 years. The main characteristics of gyroscopes regarding 3D digitiza-
tion are (1) having highly complex structure; (2) consisting of di�erent materials; (3) not only
the surfaces but also the internal structures are important. All these features decide that no
single methodology could meet the demand for their 3D digitization.

To ful�ll the requirements of gyroscopes in our research, photogrammetry, endoscopy and
Computed Tomography (CT) are introduced for complete 3D digitization. With colored point
clouds or textured meshes as result, photogrammetry is mainly for the global surface reconstruc-
tion of the object. For some cavities, holes or other parts that the regular camera hardly has
access to, endoscopy is applied for a local 3D reconstruction, as supplement. As internal struc-
tures are also important, X-Ray computed tomography is utilized for volumetric 3D digitization.
These three 3D sensor data should then be integrated for a complete 3D model. Additionally,
the registration method should be adaptive to the data characteristics such as the geometry,
point cloud density, etc. In this thesis, 3D reconstructions with each method as well as the data
fusion are investigated.

1. Firstly, we study the stability and reliability of camera calibration before 3D reconstruction
with photogrammetry and endoscopy. As the standard pre-calibration solution, Zhang's
method su�ers from the instability due to the correlations between the calibration pa-
rameters. To reduce this e�ect, the image con�guration should be well considered with
adequate oblique angles, distance di�erence as well as roll angels for a convergent image
block. In our research, a quantitative analysis is implemented by a statistical approach
using large bundles of images and get calibrations from randomly chosen image subsets.
In addition, the recovered expected values of parameters are utilized as ground truth to
scrutinize the single in�uencing factors of the imaging con�guration.

2. Secondly, the 3D reconstruction processes are investigated with practical implementations.
For the endoscope 3D reconstruction, the data acquisition process is the �rst challenge
resulting from the image blur which may caused by the hand shaking as well as the small
overlap. The imaging assistant setup and a mixture of image and video strategy are the
methods adopted in our research as the solution. With the accurate calibration information
and the improved image quality and con�guration, we optimize the entire process through
optimization of the Structure-from-Motion (SfM) method. As for CT 3D reconstruction,
a stack of X-ray images, carrying the information of attenuation, is to be collected from
di�erent perspectives of the object. All reconstructed slices are integrated into an uniform
3D coordinate system to construct the complete 3D volumetric representation.

3. Thirdly, data registration methods are proposed regarding di�erent data features. To
register these two 3D data with few overlaps such as photogrammetry and endoscopic
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point clouds, a Gauss-Helmert model with manually picked control points is applied for
transformation estimation with precision assessments. To take advantage of the pair-
wise point cloud registration research, CT point cloud conversion and surface extraction
are implemented from the volumetric CT data. As for the CT and photogrammetry data
registration, it could be divided into two cases regarding the completeness of the CT surface
representation. If the surface material is completely indicated in the CT data, we could
directly project the color information from photogrammetric images to the CT surface after
both datasets are transformed into the same coordinate system. In this way, we combine
the high precision of CT data with the rich texture information. While low density surface
material causes an incomplete representation of the CT surface, the transformation is
estimated via the primitive based virtual control points from both surface data. With the
determined transformation, the photogrammetric model could then be integrated with the
CT model for a complete 3D representation.

4. Finally, in terms of 3D model expression, point clouds are of too big data volume if
precision is required and have limited interaction possibilities. Therefore, the point clouds
need to be vectorized into Constructive Solid Geometry (CSG) models to enable easier
human-computer interaction. This process could be precisely done via manual work with
su�cient caution via a Random Sample Consensus (RANSAC)-based geometric �tting
process or even with a deep learning strategy via an end-to-end trained framework. The
vectorized 3D model could be applied in AR/VR related applications to make full use of
the work of 3D digitization.

For the �rst time, three totally di�erent sensors are studied for a fused 3D reconstruction in
this research. Among the work�ow, the practical application of endoscopy is fully investigated.
The integration methods are adaptively designed according to the characteristics of each sensor
as well as of the reconstructed object. It provides more possibilities and ideas for the digital
tasks of di�erent types of cultural heritage.
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Kurzfassung

Die 3D-Digitalisierung ist von entscheidender Bedeutung für die Aufbewahrung und Förderung
des Kulturerbes moderner Zivilisationen. Im Allgemeinen bezeichnet Kulturerbe alte Gebäude,
antike Statuen oder ausgegrabene Relikte. Zu den zu digitalisierenden Objekten gehören je-
doch auch Werkzeuge und Instrumente, die in den letzten Jahrzehnten weit verbreitet waren,
auch wenn sie zum jetzigen Zeitpunkt durch fortschrittlichere Technologien ersetzt wurden.
Wir nennen diese technischen Instrumente und Artefakte Tech Heritage (TH). Gyroskope sind
eine Gruppe dieser faszinierenden Instrumente mit einer 200-jährigen Geschichte. Die Haupt-
merkmale von Gyroskopen sind (1) hochkomplexe Struktur; (2) Herstellung aus verschiedenen
Materialien; (3) nicht nur die Ober�äche, sondern auch die innere Struktur ist wichtig.

Um die Digitalisierung all dieser Merkmale zu realisieren, benötigt man eine umfangre-
iche Methodik. Um den Besonderheiten eine Gyroskops gerecht zu werden, werden in un-
serer Forschung Photogrammmetrie, Endoskopie und CT für eine vollständige 3D-Digitalisierung
eingeführt. Für die globale Ober�ächenrekonstruktion des Objekts eignen sich insbesondere far-
bige Punktwolken und texturierte Netze der Photogrammmetrie. Bei einigen Kavitäten, Löchern
oder anderen Stellen, zu denen die normale Kamera kaum Zugang hat, wird das Endoskop für
eine lokale 3D-Rekonstruktion ergänzend eingesetzt. Da für die 3D-Digitalisierungsaufgabe auch
die interne Struktur wichtig ist, werden CT-Scans für eine volumetrische 3D-Digitalisierung ver-
wendet. Diese drei Sensorarten sollen dann für ein vollständiges 3D-Modell integriert werden.
Auÿerdem sollte die Registrierungsmethode an die Dateneigenschaften wie Geometrie, Punkt-
wolkendichte usw. adaptierbar sein. In dieser Arbeit werden 3D-Rekonstruktionen mit jeder
Methode sowie die Datenfusion untersucht.

1. Zunächst untersuchen wir die Kamerakorrektur vor der 3D-Rekonstruktion. Als Standard-
Vorkalibrierungslösung leidet die Methode von Zhang unter der Instabilität aufgrund der
Korrelationen zwischen den Kalibrierungsparametern. Um einen solchen E�ekt zu re-
duzieren, sollte die Bildkon�guration mit ausreichendem Schrägwinkel, Entfernungsunter-
schied sowie Rollwinkeln berücksichtigt werden. In unserer Forschung wird eine quanti-
tative Analyse durch einen statistischen Ansatz implementiert, der groÿe Bildbündel ver-
wendet und Kalibrierungen aus zufällig ausgewählten Bilduntermengen enthält. Darüber
hinaus werden die gewonnenen Erwartungswerte von Parametern als Ground Truth ver-
wendet, um die einzelnen Ein�ussfaktoren der Bildgebungskon�guration zu untersuchen.

2. Als nächsten Schritt werden die 3D-Rekonstruktionsprozesse untersucht. Für die Endoskop-
3D-Rekonstruktion ist der Datenerfassungsprozess der erste zu lösende Schritt aufgrund
der Bildunschärfe, die durch das Handzittern verursacht werden kann, sowie der kleinen
Überlappung, die sich aus der geringen Bildabdeckung ergibt. Der Aufbau eines Bildge-
bungsassistenten und eine Mischung aus Bild- und Videostrategie sind die Methoden, die
in unserer Forschung als Lösung verwendet werden. Mit den genauen Kalibrierinformatio-
nen und der verbesserten Bildqualität und Kon�guration haben wir den gesamten Prozess
durch Bildvorverarbeitung und Optimierung des Structure-from-Motion (SfM)-Verfahrens
optimiert. Was die CT-3D-Rekonstruktion betri�t, wird aus verschiedenen Perspektiven
des Objekts ein Stapel von Röntgenbildern gesammelt, die Informationen über die Ab-
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schwächung enthalten. Alle rekonstruierten Schichten werden in ein einheitliches 3D-
Koordinatensystem integriert, um die volumetris-che 3D-Darstellung zu konstruieren.

3. Im dritten Schritt werden Datenregistrierungsverfahren bezüglich verschiedener Daten-
merkmale vorgeschlagen. Um die 3D-Daten mit wenigen Überschneidungen photogram-
metrische und endoskopische Punktwolken zu registrieren, werden Gauss-Helmert-Modelle
mit manuell ausgewählten Kontrollpunkten verwendet. Um die paarweise Punktwolken-
registrierung zu nutzen, werden CT-Punktwolkenkonvertierung und Ober�ächenextraktion
aus den volumetrischen CT-Daten implementiert. Die CT Daten können hinsichtlich der
Vollständigkeit der CT-Ober�ächendarstellung in zwei Fälle unterteilt werden. Wenn das
Ober�ächenmaterial in den CT-Daten vollständig enthalten ist, können wir die Farbin-
formationen aus photogrammetrischen Bildern direkt auf die CT-Ober�äche projizieren.
Auf diese Weise kombinieren wir die hohe Präzision der CT-Daten mit den reichhaltigen
Texturinformationen. Wenn dagegen das Ober�ächenmaterial aufgrund geringer Dichte
eine unvollständige Darstellung der CT-Ober�äche verursacht, wird die Transformation
über die primitiven virtuellen Kontrollpunkte aus beiden Ober�ächendaten geschätzt. Mit
der ermittelten Transformation kann dann das photogrammetrische Modell mit dem CT-
Modell für eine vollständige 3D-Darstellung integriert werden.

4. Schlieÿlich verursachen Punktwolken in Bezug auf die 3D-Modellgenerierung ein zu groÿes
Datenvolumen, wenn Präzision erforderlich ist, und haben begrenzte Interaktionsmöglichke-
iten. Daher muss die Punktwolke in ein CSG Modell vektorisiert werden, um eine ein-
fachere interaktive Verwendung und Visualisierung mit entsprechender Datengröÿe zu
ermöglichen. Dieser Prozess kann manuell mit ausreichender Sorgfalt durchgeführt wer-
den, mit einem RANSAC-basierten geometrischen Anpassungsprozess oder sogar mit einer
Deep-Learning-Strategie via ein durchgängig trainiertes Netz. Das vektorisierte 3D-Modell
kann in AR/VR Applikation angewendet werden, um die 3D-Digitalisierung voll auszunutzen.

In dieser Arbeit werden erstmals drei vollkommen unterschiedliche Sensoren für eine fusion-
ierte 3D-Rekonstruktion untersucht. Neben dem Arbeitsablauf wird die praktische Anwendung
des Endoskops umfassend untersucht. Die Integrationsverfahren werden entsprechend den Eigen-
schaften jedes Sensors sowie des rekonstruierten Objekts adaptiv gestaltet. Es bietet daher mehr
Möglichkeiten und Ideen für die digitalen Aufbereitung verschiedener Arten von Kulturerbe, vor
allen Dingen im technischen Bereich.
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Chapter 1

Introduction

1.1 Background and Motivation

1.1.1 Tech Heritage 3D digitization

The de�nition of 3D digitization is the content that provides a faithful, often photorealistic
representation of real-world objects. 3D digitization for cultural heritages is of vital importance
regarding digital preservation as well as dissemination purposes. The digitized 3D model could
be shared widely and freely without shipping them around the world for exhibitions in scene.
With the rapid development of 3D digitization related sensors, a big community is working
on applying them in virtual museum related projects. Most of them concentrate on cultural
heritage objects in a common sense, such as old buildings, ancient status or unearthed relics.
However, 3D digitization of Tech Heritage (TH), that is old technical instruments and artifacts,
is leading to a new trend, though at the moment draws limited attention. These objects allow
insights into developments that fundamentally shaped today's civilization.Without professional
processing, however, these objects remain silent; especially when they are technically complex
and heavily encapsulated. Gyroscopes are one group of such fascinating instruments with a
history dating back to 200 years. At the University of Stuttgart, Germany, an unique collection
of over 220 exhibits, including most of the known types of gyroscopes, as well as accelerometers
and complete initial platforms, is available and in transition towards a sustainable future. 3D
digitizations of these objects, not only for the surface, but also for the internal structure, are
very important for research and didactic purposes as done within the project Gyrolog, which
was supported by German Ministry of Education and Research (BMBF). The 3D digitizations
of gyroscopes can be made accessible to draw more attention instead of being in the black box
only serving for teaching and research. Among the whole collection, only part of them are chosen
as experimental objects to be presented in this work for demonstrating the advantages as well
as the problems of our methods. In the Appendix B, images of the example objects together
with the introduction of their working principle, manufacture as well as other characteristics are
presented.

1.1.2 Importance of gyroscopes

The gyroscope is the invention that has revolutionized routing and navigation for more than a
century with lasting impact on society. The main function of the gyroscope is the measurement
of precise angles and rotations, which are frequently needed in many applications in our daily
life such as Micro-Electro-Mechanical Systems (MEMS) in smartphones. In addition to its
importance for modern everyday technologies, the gyroscope has always been of eminent military
relevance and as "dual use" object, it is paradigmatic for technical developments of the very
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latest decades. Due to its historical and cultural signi�cance for over 200 years, gyroscopes are
classic examples within the context of Digital Technological Cultural Heritage.

Except the uniqueness of the gyroscopes itself, the organization of the Gyrolog project also
represents a close cooperation between several institutes at the University of Stuttgart, including
the Chair of Adaptive Structures in Aerospace Engineering (now the Chair of Flight Measuring
Technology), the Historical Institute, Department of the History of Natural Sciences and Tech-
nology, the Institute for Photogrammetry as well as the Institute for Parallel and Distributed
Systems, which enables the overall goal of the 3D Virtual Reality modeling. In addition to
the main collection in Stuttgart, the branches at the Technical University of Munich, Germany,
and Johannes Kepler University of Linz, Austria, make also contribution to the digitization
objectives.

1.1.3 Integrated solutions

The goal of 3D digitization is challenging due to the complex structure of the gyroscope and
the special characteristics of necessary sensors. Gyroscopes have multiple materials and highly
complex structures as well as di�erent object sizes, which enable the angular velocity or ori-
entation measuring abilities of di�erent principles. To realize the goal of 3D digitization for
gyroscopes, there are lots of possibilities that could be applied according to speci�c require-
ments. A technology taxonomy for 3D tech heritage data collections is shown in Figure 1.1.
Though photogrammetry is normally regarded as the technology that could achieve a photo-
realistic 3D reconstruction of the object with a mature work�ow, the complete perspective of
data acquisition, special material surface processing as well as special structures are still prob-
lems, that may limit its' ideal performance. These problems are discussed in this work with
su�cient experiment validation. As for some cavities or hollow structures, it is di�cult for a
regular camera to take images from appropriate perspectives. Therefore, the close-range imaging
devices that are frequently used in medical �eld, such as an endoscope, could be taken advan-
tage of. Furthermore, the internal information of the object is impossible to be realized by 3D
reconstruction with passive sensors. In this case, active image-based sensors could be applied.
In the medical �eld, CT reconstruction related applications are either for local reconstruction
or for localization assistance purposes instead of visualization applications with a complete 3D
model. The 3D reconstruction applications with an endoscope and CT are innovative attempts,
with di�erent challenges accordingly to be solved.

Figure 1.1: Taxonomy for 3D tech heritage data collections [47].
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1.2 Objectives

Our research content is mainly for solving stated problems for a complete 3D model, including
surface and internal representations of gyroscopes with complex structures. Generally, we inno-
vatively introduce photogrammetry, endoscopy and CT technologies for an integrated solution.

1.2.1 Photogrammetric 3D reconstruction

In practice, photogrammetry is a mature topic and has been widely applied in many scenarios.
Through reliable camera calibration and an appropriate image capture process, global colored
point clouds or textured meshes could be obtained. Thanks to the long-term algorithm devel-
opment and wide application exploration by a big community, photogrammetry has advantage
over the other two sensors regarding applicability, data format as well as data registration meth-
ods. All these factors lead to a decision that photogrammetry data will be the reference for the
transformation estimation of other sensor data. According to the characteristics of photogram-
metry, its' main function in this work is the global reconstruction of gyroscopes. The general
rule of image acquisition from di�erent perspectives is realized in practice by the application of a
turn table, a height-adjustable tripod together with a high resolution and wide-angle mirrorless
camera. On the one hand, the overlap between images is required to be aligned together in
the SfM process. Big overlap means small movement of the neighboring views which makes it
easier for the correspondence estimation of the extracted feature points. On the other hand, too
dense distribution of the images causes challenges for image collection as well as the computa-
tion of the 3D reconstruction, more speci�cally in the dense image matching process. Therefore,
a compromise should be made when designing the image con�guration for the 3D reconstruc-
tion considering both completeness of the views and computational e�orts. In addition, part
of gyroscopes from the collection contain homogeneous, re�ective or even transparent surfaces
such as a dash board of the instruments. These situations are challenging to apply the conven-
tional imaging strategy due to ambiguities caused by the correspondences estimation from image
pairs, which are in�uenced by the above factors. The solution could be either the processing on
the object before image collection or processing of the image correspondingly, which are both
investigated within this work here.

1.2.2 Endoscope calibration and 3D reconstruction

Endoscope 3D reconstruction is a big challenge due to the facts that (1) special optic design
with a small scope cylinder which limits the f-number of the optical system and thus the image
brightness; (2) oblique view design with a prism attached to the distal tip for bigger �eld-of-view
which leads to the di�culty of image con�guration design; (3) di�erent magni�cation level in the
center and in the periphery, which leads to a severe barrel distortion. For regular camera imagery
3D reconstruction, the task of calibrating the camera could be avoided by auto-calibration using
directly multiple uncalibrated images for metric reconstructions. However, a pre-calibration
is a prerequisite for the endoscope due to the low image quality and the di�culty of its image
acquisition. The standard calibration method su�ers from stability as well as the incompatibility
when applied to endoscope calibration. Thus, di�erent calibration models of diverse principles
should be investigated using endoscopic images with appropriate con�guration and quality. Due
to the complex structure and severe distortion, calibration models with more modeling power,
such as calibration models based on mathematical principles, are necessary to precisely recover
the intrinsic parameters. Moreover, by applying a normal sequential SfM, it is very likely to
cause severe drift of the endoscope trajectory resulting from the iterative execution of the bundle
adjustment and inaccuracies due to the limited image quality. In comparison, the global SfM,
which implements the bundle adjustment only, is free from the accumulation of errors while
outliers could a�ect the �nal results. Considering the pros and cons of the sequential and
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global SfM, alternatives such as distributed SfM or hybrid SfM could be alternatives for the
pose estimation with endoscopic images. In addition, for the improvement of the endoscopic 3D
reconstruction, more e�orts could be made regarding the selection of the endoscope diameter,
imaging assistant with better control system as well as the image pre-processing steps.

1.2.3 CT 3D reconstruction

CT is a non-destructive imaging technique used to reconstruct internal structures of an object
that is not visible from outside in three dimensions. This ability is the ideal choice for the
internal digitization of valuable historical collections without destroying their structure. It is the
method that takes a large number of radio-graphic measurements from di�erent angles, in order
to generate slices of the object. All reconstructed slices are then integrated into a uniform 3D
coordinate system to construct the complete 3D volumetric representation. Each voxel of the 3D
model carries the attenuation values of the corresponding material when X-rays pass through. A
�rst problem of CT reconstruction is the data completeness, which mainly relies on the material
penetration characteristic. If the material is of low density, the corresponding information might
be eliminated during the threshold selection process of the CT 3D reconstruction. Another
problem is that the X-ray images have information not only about the accumulated attenuation
on the detector but also the noise, which can come from the nature of monochromatic X-ray
source causing beam hardening artefacts and scattering. Therefore, data completeness and noise
are the main problems that need to be dealt with for the application in our research.

1.2.4 Data integration

After obtaining the 3D models from three sensors individually, data registration is to be imple-
mented. First of all, for low overlapping ratios between the point clouds such as endoscopic lo-
cal 3D reconstruction and the photogrammetric global 3D reconstruction, the integration could
be solved by manually picked control points and a Gauss-Helmert model estimation process.
Though manual e�ort is necessary in picking up the control points, this method gives precision
assessments of the estimation process and has few limitations on the initial data in comparison
to the conventional ICP method. Basically, it could be applied to any situations where at least
four identical points could be extracted from the point cloud pair to be registered. For another,
CT data has di�erent attributions as photogrammetry, such as the internal and surface recon-
struction, intensity and texture representation. Besides this manual registration method, more
e�orts are to be made for realizing an automated process according to the data integrity of the
CT surface. On condition that the CT surface data shows good completeness, the color infor-
mation from the photogrammetric images could be projected onto the corresponding CT points
which have been transformed into the same coordinate system. Thus, the combination of color
from photogrammetric data and high precision of the CT data could be realized. Otherwise,
the application of the overall feature rather than the local ones will be used by �tting geometric
primitives to the CT surface point cloud and photogrammetric point cloud. As a following step,
the control points, which are generated from the primitives directly or by an intersection are
utilized to estimate the transformation between point clouds from di�erent coordinate systems.
This method has advantage over the manually picked control points regarding the accuracy
as well as other 3D feature point extraction algorithms concerning the data requirements and
robustness.

1.2.5 CSG modeling of point clouds

After having the 3D Digital Twin (DT) of the gyroscopes in the format of a point cloud or mesh,
there is still an obstacle in applying them in scenarios such as web visualization or VR/AR
presentations mainly due to their large data volume. Therefore, the procedure of CSG modeling
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based on the original dense point cloud is implemented for the vectorization of the data by
replacing them with combinations of the regular geometry shapes. The manual modeling requires
demanding work, especially for the objects with rich details, though it works as the most practical
way for the visualization task at the moment. Another option is by taking advantage of deep
learning principles. Because of the special characteristics, it is much more di�cult to apply deep
learning methods for the point cloud than other data types such as images or even audios and
videos. In our research, with the training of the large amount of point clouds with di�erent
geometric shapes, density, completeness and other attributions, the primitives are expected to
be extracted from the complex point clouds, which could largely accelerate the CSG modeling
procedure. It has to be noted, that the application of deep learning in automatic point cloud
modeling is still a challenging task. However, it will be the trend in near future, also for the
wider application of 3D data in di�erent scenarios.

1.3 Contributions

The main contribution of this thesis is dealing with the following aspects:

� Camera calibration: The stability and reliability of the camera calibration using the
conventional Brown model is investigated by a statistical analysis with a large number
of image subsets calibration results. The in�uence of di�erent imaging con�gurations are
quantitatively analyzed. By implementing the stated process, the problem caused by the
parameter correlations and the image con�guration requirements could be avoided in a
degree by using quali�ed calibration images.

� Endoscope calibration and reconstruction: Except the reliability analysis, di�erent
calibration models based on di�erent principles are compared for a satisfying calibration
of the endoscope. In addition, the SfM process is also optimized according to the char-
acteristics of endoscopic imagery. With well calibrated parameters, pre-processed images
and also the appropriate SfM strategy, the drift of the pose estimation is compensated.

� Integration of data from di�erent sensors: The endoscope reconstruction result is
integrated with the photogrammetry data via the Gauss-Helmert model estimation using
manually picked control points. As for the CT 3D model, if the surface representation is
complete regarding di�erent materials, the color information of photogrammetric images
from the aligned photogrammetric 3D model could be directly projected onto the CT
surface data. While in case of incomplete CT surface, a geometric primitive based virtual
control points registration could be applied to be integrated with the photogrammetric
model.

� CSG modeling of the point cloud: To vectorize the 3D point cloud or a mesh, a CSG
modeling process is implemented via manual operation and validated for the purpose of
VR/AR application. Moreover, the deep learning is also reviewed for the process with
certain degree of automation.

1.4 Outline

This thesis will be divided into four sections as follows. Firstly, a review of the related work of our
research, which includes all subtopics, is presented in chapter 2. In chapter 3, camera calibration
regarding the stability and reliability analysis as well as di�erent models for the endoscope
calibration is introduced. After the camera calibration work, three 3D digitization sensors
are discussed individually regarding the detailed principles, problems as well as corresponding
solutions within chapter 4. Chapter 5 and 6 deal with the integration of separately reconstructed
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3D models and the CSG modeling of those data respectively. In the last chapter 7, the discussion
and the conclusion are presented regarding the work summary, disadvantages analysis as well as
an outlook for future work.
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Chapter 2

Related Work

This chapter will give a comprehensive review of recent development methods, which are needed
to realize an integrated 3D reconstruction with photogrammetry, endoscopy and CT. Among
many subtopics, camera calibration, endoscope reconstruction, 3D point cloud registration and
point cloud CSG modeling will be particularly studied. With the state-of-art of all the related
methodologies, we are making e�orts to improve the 3D reconstruction process of each sensor,
to develop an adaptive 3D point cloud registration strategy as well as to explore the way to
apply the 3D model into wider use by CSG modeling.

2.1 Cultural heritage preservation in 3D

Cultural heritage digital preservation has been put forward for decades to avoid the potential
damage that might be caused by wars, natural disasters or human negligence. Moreover, dif-
ferent digitization technologies could also be helpful to attract audiences' attention and ease
their understanding of the extend and depth of the culture [93] with the digitized materials.
The 3D digitization technologies, which are frequently used for heritage sites and objects, could
be classi�ed into passive and active sensors represented by image data and range data respec-
tively [16, 126]. In addition, conventional survey methods could also be an option to enrich the
possibilities.

2.1.1 Review of photogrammetric 3D reconstruction

Among others, photogrammetric 3D reconstruction, which could recover the 3D shape of the
objects in reality, has drawn the most interest. The very �rst project that applied photogram-
metry was conducted for the documentation of buildings by Albrecht Meydenbauer, a young
civil engineer, in 1858 as introduced in [3]. A recent survey, which has been carried out by
the biggest 3D model and AR/VR sharing platform Sketchfab, has shown that over 60 % of
the architecture and archaeological sites digitization tasks applied photogrammetry. The other
popular techniques such as Light Detection and Ranging (LiDAR), laser scanning take no more
than 20 % proportion. The disadvantages of LiDAR or laser scanning methods could be the
incapability of capture of texture, highly re�ective surfaces and the sharp-edge objects despite
of the depth perception e�ciency and portability characteristics. As an example, the work�ow
of European project "Four Dimensional Cultural Heritage World" [8] consists of data acquisi-
tion using terrestrial laser scanning, airborne and close-range cameras, 3D reconstruction, data
fusion, 3D modeling as well as the VR/AR app development. As the result, the testbed Calw,
hometown of Nobel Prize Winner in Literature Hermann Hesse, has been fully digitized and
rendered in the �3D Calw VR� app and the app �Tracing Hermann Hesse in Calw�, which has
realized the goal of virtual traveling [8]. Other pilot works include the Digital Michelangelo
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Project introduced in [89], the Great Buddha Project introduced in [75], the Beauvais Cathe-
dral Project in [4] and many others. Except the conventional cultural heritage sites such as old
buildings, ancient status or unearthed relics, nowadays, there is a trend of digitizing important
objects from di�erent disciplines, such as insects 3D digitization in the work [154], specimen in
the work [81], historical violin digitization in the work [36] and many more.

2.1.2 Di�erent sensors for 3D digital preservation

With the increase of the diversity of the digitization objectives, the choice of appropriate tech-
nology is becoming an important issue. There are various factors that could have an e�ect
on this decision, such as the objective of the inventory, the portability, the size, complexity
of the object, the accessibility of the object, inside or outside of the object where digitization
occurs and the accuracy requirement [93,164]. According to these factors, appropriate methods
are utilized with set technical speci�cations to meet the demand of the �nal output. Budak
et al. have developed a database, which could help the users to make a decision based on all
related parameters for the cultural heritage preservation including even price and customers'
requirements [26]. In reality, each object is di�erent, and each project has a di�erent scope.
Thus, naturally there is no standard 3D digitization solution that can be universally applied.
The selection of the technologies is crucial for the success of the project. Generally, there are
light-dependent systems and light-independent systems, which are also called active and passive
sensors, for sensing the placement of the object with the light or the internal structure with
the geometric principles [32]. Along with the development of the digitization sensors as well
as the diverse requirements of the digitization tasks, there is a scope for additional research to
enhance the methods and complete solutions for the topic of cultural heritage 3D preservation.
Especially interdisciplinary applications and the data fusion are important topics to add more
options.

2.2 Camera calibration

2.2.1 Taxonomy of camera calibration solutions

2.2.1.1 Camera calibration model

Camera calibration has been researched for decades with various calibration models, calibration
test �elds as well as algorithms being put forward. In the year 1971, Brown has put forward
the �rst analytical calibration model in his work [37], which has long-lasting impact also on the
digital camera calibration research. His model with interior parameters, containing three radial
distortion parameters as well as two decentering parameters has laid foundation for the following
investigations, such as additional in-plane distortion by Fraser [45], zooming e�ect by Fraser
and Al-Ajlouni in [46] and the industrial application issues [99]. These are representing works
of physical camera calibration models with parameters indicating speci�c physical phenomenon
of the lens in reality. Though the physical camera model is capable of solving many problems
in practice, many other models based on a mathematical principle are also proposed with the
increasing demand of more compatible modeling power for wide-angle lens, �sh-eye lens or
other highly distorted lenses. Representative works are models in [38, 60, 159]. Ebner and
Grün proposed polynomial models by using orthogonal polynomials of second and fourth order
respectively. The most interesting work with a basic math foundation is given by Tang [159]. He
demonstrated that the additional parameters for self-calibration are based on the Weierstrass
foundation of function approximation. Finally the Ebner and Gruen models are subsets and
have got by Tang's thorough and comprehensive research a math foundation. In addition, Tang
proposed Legendre and Fourier polynomials to be used also in this thesis. For a simpler though
less accurate calibration, the division model [88] has been also proposed to ful�ll the e�ciency



Related Work 23

requirement of some practical application. Afterwards, the model has been further improved in
the work [43] and has drawn a wider attention. The investigation of the work could be found
in [27, 153, 170, 180]. Besides those works, that are attempts to model the distortion explicitly
or implicitly using physical or mathematical calibration models, there are also works [10, 65]
considering parameter-free calibration and the former one also estimates the radial distortion
center.

2.2.1.2 Camera calibration pattern

Camera calibration could also be classi�ed into target or target-free calibration. The target-free
camera calibration indicates the calibration that only applies feature points on the image instead
of extracted target points. Generally, the self-calibration using image point correspondences
rather than feature points from the calibration object is much easier regarding the implemen-
tation to mention here [42, 119, 151]. There are references that present a critical view [19] and
investigate both strategies regarding the stability analysis [67]. The stability as well as the preci-
sion of the target-free calibration are considered not as reliable as the test �eld calibration. There
are circular targets [78, 104], grid pattern or other pre-coded targets [34, 52, 53]. In the early
days of camera calibration, many researchers pay a lot of attention to the calibration e�ciency
regarding the feature extraction process with even manual e�ort. To realize accurate pattern lo-
calization, di�erent feature extraction algorithms are put forward. These works include the early
Forstner operator [44], Harris operator [64], and also the more e�cient SIFT algorithm [94,98].
With the development of the related algorithms, high accuracy and fully automatic feature
extraction from the calibration images is becoming possible with Zhang's method [191] using
a chess board as the most popular pattern. In addition, there are also well-designed 3D test
�eld with depth information, such as [68,127,155,186]. However, the manufacturing expense of
di�erent principled 3D test �elds is normally too expensive for many applications in practice.

2.2.1.3 Camera calibration algorithm

With an appropriate camera calibration model as well as a test �eld, the calibration procedure
and the algorithm are important issues for a reliable calibration. Early works such as [156] has
evaluated three popular calibration methods regarding the accuracy. Among many others, there
are some classical works that lead the trend of the research such as [166, 191]. With collected
calibration images from di�erent perspectives, a coarse-to-�ne estimation is implemented after
the precise and automatic feature extraction process from the images. Initially, a pinhole model
is adopted to estimate the interior and exterior parameters. Afterwards, additional distortion
parameters are embedded in the model for a global optimization for the �nal calibration re-
sults. There is following research working on the improvement of Zhang's method from di�erent
aspects, especially the discussion of the calibration image con�guration. Ricolfe-Viala et al.
have conducted rigorous mathematical calculation for optimal poses for the images [132], which,
however, has not been adopted in practice widely yet. Furthermore, the [131] from Richardson
has introduced the idea of using optimal combination from a pose library which has been pre-
de�ned. Peng [118] made the procedure more �exible by taking few images as initial poses and
then calculate the next best poses taking the uncertainty of the extracted feature points on the
image into consideration. There are also works [100, 127] which have analyzed the in�uence of
the image con�gurations on the �nal calibration results.

In summary, though camera calibration is more or less a mature technology, there is still
scope for additional research for various di�erent types of lens distortions. With the requirement
of a high accurate calibration, all aspects of the work�ow including hardware and the algorithms
should be fully considered.
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2.2.2 Stability analysis of camera calibration

With the current standard method of camera calibration which has been introduced above, some
casually taken images are still being used for calibration, though the disadvantage of parameter
correlation exists. Normally, the calibration could still deliver results with small re-projection
errors, while the stability and the reliability deserve further and deeper research. [127] provides
an overall analysis about such phenomenon, including the necessity of large oblique images, roll-
angle images, di�erent distance images etc. In [66, 100, 155], further analyses and investigation
have been given regarding the in�uence of the weak con�guration image sets for the calibration.
With regards to this situation, the correlation between the calibration parameters has also been
discussed in [159] and [101]. In the root of Brown's work, this correlation has been mathemati-
cally analyzed with the suggested solution to decrease the in�uence of it. Following e�orts have
been made in [141]. Even in Zhang's work [191], practical advises are also provided to achieve
a satisfying calibration. However, in some available open source software and work packages,
guidelines are normally less serious about such in�uences. Instead, the re-projection error and
precision assessment have attached more importance for the users, which can be misleading
for high-accuracy demanding projects. The work such as [118, 131] explored the idea of next
best pose estimation problem with rigorous mathematical analysis. Though theoretically images
taken under such real time estimation have compensated the problem of parameter correlations,
their work lacks for real images for experimental investigations. The camera calibration is a
process involving many steps, which could all lead to unsatisfying results. Therefore, more prac-
tical and detailed suggestions are important for the users of such standard camera calibration
implementation.

2.2.3 Endoscope calibration

The state-of-art of endoscope calibration research is mostly focused on the medical �eld. Early
works such as [69,92,173] attached much importance on designing appropriate calibration boards
normally with circular markers. In these works, one of the key process is automatic feature
extraction. With the development during recent years, there are a few tools available based
on Zhang's method [191] which could realize a fully automatic and accurate feature extraction
such as Matlab Calibration toolbox [161] and OpenCV calibration [113]. Endoscope calibration
for the operating room has been conducted in many researches as given by [9]. These works
concern more about the e�ciency rather than accuracy, which might turn to a least squares
based closed-form solution instead of an iterative optimization process. The works in [177,
182] have taken the freedom of scope cylinder rotation into account in the calibration model.
However, the implementation is mostly depending on an extra optical tracker system, which
is also appeared in [86, 142]. Those works mostly focus on some specialty of the endoscope or
some application limitations. The widely used Zhang's method for regular cameras has not been
frequently discussed regarding endoscope calibration due to following concerns: (1) whether the
model is appropriate to correct the distortion of the endoscope; (2) whether the convergent
image block of endoscopic image is applicable to compensate the correlation between di�erent
correction parameters for a reliable and realistic result. Regarding the image con�guration for
the camera calibration, [100, 141, 188] have emphasized the importance of convergent image
blocks to compensate the correlation between di�erent correction parameters for a reliable and
realistic result. In the work [120], a study on the impact of camera calibration conditions on
mean reprojection error as well as the quality of following 3D reconstruction is accomplished.
Yet, few works have studied the same issue for an endoscope calibration.
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2.3 3D digitization

2.3.1 Photogrammetry

2.3.1.1 History of photogrammetric 3D reconstruction

Photogrammetry is the technique that uses photos for mapping and surveying, which has been
put forward over 150 years. The development of photogrammetry has gone through great im-
provement of the theory as well as the devices for complex calculations. The very �rst stereoscope
by Wheatstone of England in 1838 and Stereocomparator by Carl Pulfrich in 1901 are represen-
tatives of the analog photogrammetry era. In the following analytical photogrammetry times,
the autocartograph by Reinhard Hugersho� in 1921, modi�ed plotter prototypes by Heinrich
Wild in 1926 as well as many of optomechanical autographs, comparators and analytical plot-
ters developed and manufactured based on Heinrich's idea have made great contribution to the
development of photogrammetry [58]. However, due to the incomplete work�ows and insu�-
cient computation power, the photogrammetric 3D reconstruction of the cultural heritages has
not been widely applied until the beginning of 21 century. With the development of hardware,
software as well as complete concepts, the application of photogrammetry and laser scanning
technology made the 3D digitization of cultural heritages possible. Nowadays, high-performance
computers and digital cameras with high resolution are available applied to multi-view images
to reconstruct the surface by digital photogrammetry.

2.3.1.2 Procedures of multi-imagery 3D reconstruction

With regard to image pose estimation in the SfM process, it could be classi�ed into calibrated
image and uncalibrated image category for the position and orientation estimation as well as
for the reconstruction of the initial sparse point cloud. In the work [6], a detailed mathematical
theory has been illustrated. In practice, SfM with uncalibrated images provides easier and more
convenient implementation at the cost of reduced accuracy and reliability in comparison with
calibrated image SfM. Works that apply incremental SfM strategy for processing large bundle of
images are introduced in [148,178]. The research [140] has reviewed the state-of-art and proposed
an optimized SfM method as an open source implementation COLMAP. The sparse point cloud
from the SfM, which is also the result of the pose estimation process, can not su�ciently represent
the shape of the object to be reconstructed. Therefore, a dense image matching (DIM) with
various algorithms [129] is necessary to be implemented for the calculation of a dense point cloud
of the object.

Dense image matching is the most computation intensive process, which calculate the 3D
point for every corresponding image point pair based on the estimated image poses. The al-
gorithms for Dense Image Matching (DIM) could be divided into global [108] and local [190]
based matching. As the initial step, pixelwise matching cost calculation could be calculated
using di�erent techniques [63], such as absolute di�erences in [110, 111, 171], square di�erences
in [105,183], features based methods in [145,184], normalized cross correlation in [137,174]. After
the �rst step, global matching methods implement a disparity re�nement following the disparity
calculation while the local matching method conducts a matching cost aggregation before the de-
termination of the disparity. Moreover, the global matching algorithm has the advantage of high
accuracy over local matching while the computation is very time consuming. The Semi-global
Matching (SGM) algorithm of [70] has demonstrated a good balance between the global and
local strategy. To further improve the performance of stereo matching process, many variants
such as the Tube-based Semi-global Matching (tSGM) [133] has been put forward by applying
the disparity priors to limit the search range. [39] propose a More-Global-Matching algorithm
which uses a di�erent strategy of cost aggregation for a more consistent disparities measure. In
addition, nowadays, there are more and more methods based on deep learning principles being
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put forward. [192] provides a comprehensive review of such stereo matching methods based on
deep learning.

In the �nal step, the point cloud could then be converted into a triangular mesh, which
could be further optimized and textured for a better visualization. These complex processes
have been integrated and optimized in many open source or commercial software packages. Vi-
sualSFM [179] by Wu Changchang et al. and Bundler [147] are representatives for open source
tools. Furthermore, Python Photogrammetry Toolbox (PPT) introduced in the work [14] has in-
tegrated Bundler, Clustering Multi-view Stereo (CMVS) [49] and Patch-based Multi-view Stereo
(PMVS) [50] modules together for a complete pipeline of 3D reconstruction. CMVS and PMVS
take the images with pose from SfM process as input and produce dense and accurate 3D colored
point clouds or textured meshes. While the widely used commercial software RealityCapture [29]
and Agisoft Metashape(before it was Aigsoft Photoscan) have better completeness regarding the
whole work�ow and also easier user interaction. In addition, those commercial softwares pay also
attention to the computation e�ciency within the black box due to the high requirement on the
computer con�guration. [76] has compared the performance of the commercial software Agisoft
PhotoScan Pro and an open source toolbox IGN MicMac with UAV images under sub-optimal
conditions. In the work [57], four software including Erdas-LPS, EyeDEA (Univ. of Parma),
Agisoft Photoscan, Pix4UAV are compared regarding the accuracy of the pose estimation and
�nal model. More researches such as [107, 125, 128], give comparisons and assessments of those
open source as well as commercial software regarding the functions, e�ciency as well as the
accuracy.

2.3.1.3 Challenges and solutions

Though the work�ow has been developed into a complete one, the complete 3D reconstruction is
still not a fully automatic process. As for application in practice, the 3D digitization of medium
size and portable objects could be normally realized by a turn-table or a hanging imaging method.
In addition, there are also projects using transparent turn-table for the image acquisition from
the bottom view. However, to ensure a complete imaging perspective, the movement of the
camera station or the object itself could bring challenges to the image alignment process. Because
of many uncertainties, such as the object size, complexity, texture etc., there are di�culties
in developing a uniform distance or the interval between images to guarantee the connection
between images. Cultlab3D from Fraunhofer society has led the research on the automation of
the imaging process by using the robotic arm with next best pose estimation [160]. However, the
production and promotion are still on the way for a wider application with reasonable prices.

Furthermore, the 3D reconstructions of some special material surfaces is still under develop-
ment due to that the situation does not go with the assumption of photogrammetry co-linearity
basis. There are refraction on the transparent surface as well as non-di�use re�ection on the ho-
mogeneous surface which will lead to confusion in the image matching process. Normally spray
could be used to change the attribution of the object surface without damaging it. Spray image
and unsprayed image could be applied for geometry reconstruction and texturing respectively.
Other possibilities are using a combination of polarized light and polarization �lter to reduce
the e�ect of the surface re�ection such as indicated in work [106].

2.3.2 Endoscopy

2.3.2.1 The development of the endoscope

Endoscopy was invented by German mechanics Philipp Bozzini in the year 1806 in Mainz with the
name "Lichtleiter". The application of endoscopes is mainly in the medical �eld for assisting the
surgery implementation. And in the mid-1800s, several other scientists attempted to construct
the instruments such as the American physician Fisher and the French scientist Segales [150].
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The illumination of the endoscope has gone through the phase of using re�ection of candlelight,
burner made of alcohol and turpentine until the recent �ber technology. The endoscope design
has been explored regarding the inclined view, smaller diameter while high ratio of lens and
illumination �ber, higher resolution, binocular lens, as well as the �exible types [87]. Nowadays,
with the development of optic and precision manufacturing technology, the endoscope plays an
important role in minimum invasive surgery for its' ability in providing internal picture of the
human body which is hard to observe with human eyes. In addition, there are more and more
endoscope applications in industry for the purposes such as fault inspecting and diagnosing.

2.3.2.2 The application of the endoscope

Though endoscope is becoming more and more important in the �eld where is not accessible
for human eyes, the demand for depth perception with the endoscopic image is urgent. The
works [11, 55] have presented a overall review of the 3D techniques using endoscopes. In prin-
ciple, the theory of stereo vision in photogrammetry could be directly applied to endoscope 3D
reconstruction. However, similar to the situation for its' calibration, the low image quality, di�-
culty of taking images are the factors that limited the depth estimation using endoscopic imagery.
According to the problems, di�erent methods have been proposed, such as the stereo endoscope
in the work [115]. However, the manufacture challenge as well as the much bigger entry holes
have limited its wider application. Instead, there are also mono endoscope 3D reconstruction
research, such as AR Widya et al. have mentioned in the work [175] using a dye on the surface
of the object to be reconstructed to enhance the image information. Tokgozoglu's work [165]
uses Shape-from-Shading (SFS) method, which is less in�uenced by the low texture information
than the SfM process. Relatively there is less research concentrating on the pure endoscope SfM
process. Thormählen et al. has presented the SfM implementation with an e�cient outlier de-
tector in the research [163]. Besides, Chinese scholar Jianxun Zhang has introduced in his work
a weighted guide �lter for endoscopic image processing method to enhance the image feature for
easier feature matching process and 3D reconstruction result. Other works pay also attention to
the endoscopic image pre-process such as the specular re�ection removal in [109,136]. As for the
challenge of endoscopic image collection, many works such as [40,149,185] apply videos instead
of images as input for 3D reconstruction.

2.3.2.3 SfM using endoscopic imagery

The classical SfM algorithm could be divided into incremental and global strategy according
the initial camera pose estimation method. The incremental SfM, as has been stated in the
work [71], it is e�ected by the long-rang drift though has advantage in robustness and accuracy.
In the work [15], a review has been made concerning the evaluation of incremental SfM pipelines
with ground truth dataset. Wu has introduced in his work [178] an acceleration on incremental
SfM with the help of Preconditioned Conjugate Gradient (PCG). Another classical principle is
global SfM, which estimates simultaneous poses for all cameras, is sensitive to the outliers. To
combine the advantages and avoid the weakness of both methods, di�erent algorithms are put
forward. Cui has proposed a hybrid method in [33], which applies the global SfM for rotation
estimation and estimate the camera center in a incremental way. The hybrid SfM in Li et al.'s
work [91] applies a robust graph based on global SfM as initial input with a incremental SfM
for remaining images. Due to the small coverage of the endoscopic images with short imaging
distance than the images from a regular camera, the endoscopic 3D reconstruction of a certain
surface area would require a larger number of images. Many research are focused on solving
the large dataset SfM problem such as [158, 194, 195], they are mostly based on a distributed
manner. For many commercial 3D reconstruction software, SfM process is integrated in the
black box without necessary explanation of the implementation details. Therefore, in practice,
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partial image alignment result from the SfM is common. The works such as [41,95] could solve
the problem using intermediate results for a complete reconstruction.

2.3.3 Computed Tomography

CT is also the non-destructive imaging technology that is widely used in medical �eld for ob-
taining both external and internal features of the human body. In comparison to the other
method, CT scan can achieve small voxel size in the single digit micrometer range. Similar to
the endoscope, except the application in medical �eld, CT has been more and more widely used
in industry. The X-ray image obtained by CT indicates the information of the certain cross
section of the object. With many of such X-ray images of small rotation angle, 3D model could
be reconstructed. The application of CT 3D reconstruction has been discussed in the work [81],
especially the limitations and the problems to be solved. First of all, as stated in the work [17],
noises existed in the X-ray image, which are caused by the statistical error of low photon counts
and are presented as scattered bright and dark streaks in the slices, are also e�ecting the CT
3D reconstruction result. The noise of the CT data can be reduced via denosing algorithms in
the sinogram or the 3D CT data domain, see [74,157].

Another problem is the threshold selection for the segmentation of di�erent materials. When
various materials exist in the object being scanned, distinguishing of them depends on the peak
distribution of the histogram. However, if the di�erence between materials is too small or could
not be extracted from the noise or the air, it is very likely to lead to the loss of the material or
inadequate segmentation. Classical work in [114] has introduced peak selection method based
on discriminant criterion, which was initially for 2D image segmentation task. Other works for
threshold selection on histogram of CT volume values are presented in the works [176,193].

2.4 3D model integration

In the work [32], the author reviewed all related sensors for 3D digitization including the prac-
tical application status. Although the possibility and the ability of 3D digitization technology
is increasing, there is no single sensor which could combine all the advantages and avoid short-
comings. Therefore, sensor integration is necessary to expand the potential of 3D digitization
applications.

2.4.1 Gauss-Helmert Model based integration

The most typical 3D sensor fusion is for photogrammetry and laser scanner with point cloud
as objective data format. In practice, arti�cial markers, which are also called control points or
targets, are applied for a least-squares based transformation estimation. The early representative
work in photogrammetry �eld to solve the problem is presented in [61], which focused on image
matching. [62] extended the solution to 3D surfaces. Later work such as [2] improved the
algorithm regarding the e�ciency or the registration accuracy. It should be noted that the above
three references applied Gauss-markov model for the least-squares estimation, which takes only
the stochastic error from target into account. In the work of [54], the authors considered the
errors from both source and target point cloud separately, which could better re�ect the reality.

2.4.2 Automated data integration

Concerning a more automated registration method, among many other algorithms, ICP [13]
is the most widely used method, which calculate the transformation information by iteratively
minimizing the distance between the closet points of source and target point clouds. There
are many variants based on the classical ICP method such as [59, 196]. Though being the
most popular algorithm, ICP and its' variants need a adequate initial registration as the basis
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for the precise transformation estimation. Therefore, there are also other methods that are
based on automatic 3D features extraction such as the Fast Point Feature Histogram (FPFH)
[134] or Normal Aligned Radial Feature (NARF) [135] etc. The principle is to extract the key
points according to the local or global characteristics of the point cloud. The correspondences
are estimated according to the key points with their descriptors for the transformation matrix
determination. The e�ectiveness of such methods rely on the point cloud quality as well as
the similarity of both point clouds to be registered. Due to the reason that the 3D data of
arti�cial objects contains rich regular geometric primitives, there are also lots of works taken the
geometric primitive information within the point cloud into account. [5] utilizes lines rather than
point for an iterative estimation. In the work [152], the authors calculates the intersection lines
of neighboring planes and estimate the transformation matrix with at least two corresponding
line pairs. [162] put forward a terrestrial point clouds registration method by using virtual tie
points from the intersection of plannar surfaces. One drawback could be that the descriptor of
the control point generated by the primitives is di�cult to design without neighboring points.

2.5 Deep learning and RANSAC-based CSG modeling

In recent years, 3D reconstruction using multi-view imagery, 3D scanning or other principles
has been widely used in practice for the acquisition of point clouds of the reality, which are then
used for reconstructing the surface [12] by algorithms such as possion reconstruction [80] and
many other possibilities. However, the large data volume, the noise as well as the gross error
of point clouds or meshes are crucial factors that may limit the high level manipulation or user
interaction without structural information. Therefore, it is necessary to converting the point
clouds or meshes to other appropriate format such as low-poly models [123] or CSG model,
which could laregely reduce the data size as well as eliminate the in�uence of noise or data
incompleteness [138,146].

2.5.1 RANSAC-based CSG modeling

The manual process of converting the point cloud into CSG model needs a lots of extensive
skills and intervention, which improves the application cost as well as reduces the accuracy when
trying to �t the point cloud with too many details. Two widely used principles are RANSAC
and hough transformation [73]. With regard to RANSAC-based principle, it has been the gold
standard for a long time since the early work introduced in [85,102]. In recent and more robust
work such as [139], basic geometric primitives such as planes, cylinders, toris, spheres etc. are
extracted precisely from the input point cloud by an e�cient means of sampling the points for
�tting and evaluating scores based on locality sensitive methods. It has also been introduced
in the work [84] the process of creating CSG models from point cloud of large-scale city, which
concentrated more on the urban elements, especially the reconstruction of the building. As the
commonly used 3D representations applied in BIM (Building Information System), the work [117]
provides an overview of the process focusing on geometric modeling from point cloud.

2.5.2 Deep learning-based CSG modeling

Though being regarded as the standard solution, RANSAC-based methods have disadvantages
such as the large space of parameter as well as the processing of large data-sets with diverse
geometric primitives. Therefore, researchers have been exploring deep learning based methods
for solving the problems. As the pioneer work, [121] has applied permutation invariant feature
learning and multi-scale feature aggregation for the purpose of 3D classi�cation and segmen-
tation. And [172] is designed for the same purpose via a neural network acting on graphs
dynamically computed in each layer of the network. To adopt the idea of RANSAC with deep
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learning, [23] proposed a pipeline of solving the non-di�erentiable properties by learning an av-
erage hypotheses. In [122], the deep networks are applied to estimate the weight of homogeneous
least-squares problems for geometric model �tting. Preliminary work such as [31, 35] generate
compact polygon meshes which could be further processed for the generation of CSG model. [22]
introduced a method for point cloud labeling, which puts more focus on the understanding of
the 3D scenes. Some works aim for CSG program using deep learning with voxels [143, 168] or
range image [197], which are both e�ective while can only serve as a rough abstraction of the
input data. [90] is a representative work applying deep learning algorithm for �tting primitive
to point cloud by an initial prediction of per-point properties following with a di�erential model
estimation module for the related parameters.
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Chapter 3

Camera Calibration

As for every camera sensor, it is essential to implement the calibration before applying to close-
range photogrammetric measurements. The assumption of using the images for metric mea-
surements is that the camera model is fully known and normally based on the ideal design, i.e.
the pinhole projection or other standard models. However, the ideal design is impractical due
to the manufacturing limitations of the optics in reality. Therefore, accurate intrinsic camera
parameters through the calibration process are of vital importance when utilizing multi-view
imagery for applications such as 3D reconstructions for the purpose of cultural heritage preser-
vation. For normal scenarios, there are even open source or free software packages for the camera
calibration, which are mostly based on linear approaches with simpli�ed camera models such as
Tsai's method [167] and Zhang's method [191]. However, due to the convenience and accessibil-
ity of such calibration solutions, the stability and the reliability of camera calibration are largely
ignored. In Section 3.2, we will analyze the stability of the standard camera calibration method
through statistical behavior of multiple selected image subsets calibrations from large number of
images. Section 3.3 deals with the calibrations of an endoscope. Di�erent calibration models are
compared through the distances between the extracted feature points on the undistorted image
and the straight line connecting the starting and ending point of each line.

3.1 Basic Concepts

3.1.1 Collinearity equations

For the relationships between the 2D and 3D world in Euclidean geometry, di�erent coordinate
systems are de�ned (see Appendix A2). Initially, the camera model is assumed as an ideal
mathematical model of the central perspective without distortion, which complies with a Direct
Linear Transformation (DLT) as shown in (3.1).

xy
1

 =

1/dX 0 x0
0 1/dY y0
0 0 1

f 0 0 0
0 f 0 0
0 0 1 1

[R t
0 1

]
X
Y
Z
1

 (3.1)

where

� X, Y ,Z are the coordinates of an object point in the world coordinates;
� R and t =

[
X0, Y0, Z0

]T
are the rotation and translation respectively between the world

coordinate system and the camera coordinate system;
� dX and dY are the scale factors in the image frame;
� x and y are the coordinates of an image point in the camera coordinate system;
� x0 and y0 are the coordinates of the principle point and f is the focal length.
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When extending the ideal model with distortion representing the reality of the camera, it
could be written into the collinearity equations (see Appendix A2) as (3.2 and 3.3).

x = x0 − f ·
r11 · (X −X0) + r21 · (Y − Y0) + r31 · (Y − Y0)
r13 · (X −X0) + r23 · (Y − Y0) + r33 · (Y − Y0)

+ xdistorted (3.2)

y = y0 − f ·
r12 · (X −X0) + r22 · (Y − Y0) + r32 · (Y − Y0)
r13 · (X −X0) + r23 · (Y − Y0) + r33 · (Y − Y0)

+ ydistorted (3.3)

Here xdistorted and ydistorted are the correction terms for the image coordinates, rij are the
components of the rotation matrix R.

3.1.2 Camera calibration models

As for lenses with di�erent kinds of distortion, additional distortion terms xdistorted and ydistorted,
represented by parametric models according to the characteristics of di�erent lenses, could be
added. In this section, the division model, Brown model as well as examples of calibration
models that are based on the mathematical principle are introduced.

The Standard Brown Model For single camera calibration, the toolbox of Matlab [161] is
applied widely for its convenience and friendly evaluation features. Here the distortion modeling
of the camera is mainly based on Brown's [25] method with 3 radial distortion parameters and
2 tangential parameters (optional) as indicated in (3.4) .

xdistorted = x · (1 + k1 · r2 + k2 · r4 + k3 · r6) + [2 · p1 · x · y + p2 · (r2 + 2 · x2)]
ydistorted = y · (1 + k1 · r2 + k2 · r4 + k3 · r6) + [2 · p1 · (r2 + 2 · y2) + 2 · p2 · x · y]

(3.4)

With k1,k2,k3 being the radial distortion parameters, p1,p2 are the tangential parameters,
and r2 = x2 + y2. In addition, the skew could also be estimated during the calibration process.

Despite the fact that Zhang's method [191] has a mature algorithm and practical application
foundation, its parameter correlations for the calibration model need to be compensated by a
well convergent image block. Generally, for most lenses applied in industrial photogramme-
try or close-range photogrammetry, the requirements could be ful�lled with adequate caution.
However, due to the ongoing emergence of new camera systems nowadays, it brings more chal-
lenges for the practical implementation. In addition, except the systematic errors covered in
this standard model, there are also other types mentioned in [100] such as chromatic aberration,
image-variant changes in the principle point and sensor array un�atness to be compensated,
where extended models may be necessary.

The Division Model is another classical calibration model, which utilizes less parameters
than the Brown model to compensate a large distortion as indicated in (3.5). In many cases,
only one parameter is applied for modeling the camera distortion with few calibration images.

xdistorted =
x

1 + λ1 · r2 + λ2 · r4 + · · ·
ydistorted =

y

1 + λ1 · r2 + λ2 · r4 + · · ·

(3.5)

Here λ1, λ2 are the distortion parameters. Considering the pros and cons of the division model,
it would be preferable in case of e�ciency demands while considering less accuracy requirements.

The Mathematical self-calibration models Mathematical self-calibration models are
based on the principle of function approximation with additional parameters that have no spe-
ci�c interpretation regarding the distortion behavior. General introduction as well as two speci�c
camera calibration models, which are based on polynomial approximations and thr fourier the-
orem [159] are given in Appendix A3.

The n-th order Fourier model is de�ned as M = N = n. Generally, the more complicated
the distortion is, the higher orders are needed to be applied for the approximation. However,
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there are also over-parameterization and under-parameterization issues to be considered when
choosing the order of the model for di�erent level of distortions. Over-parameterization should
be taken into account when high orders are used, while under-parameterization implies that
the additional parameters are not su�cient to compensate the distortion. In practice, this
mathematical model has only been veri�ed in the aerial photogrammetry �eld. Therefore, the
application of this model for other camera systems should be further investigated.

The Legendre self-calibration model is another model developed in [159] based on the alge-
braic polynomials using two variables multiplied by coe�cients. Due to the parameter corre-
lations, some terms of the original complete polynomials must be eliminated. Ebner [38] and
Gruen [60] models are earlier good examples of classical mathematical calibration models, but
with the similar issue as the Legendre self-calibration model regarding the correlations. Theo-
retically, the Fourier self-calibration has advantage over other mathematical calibration models.
The reason is that the ∆x and ∆y are independent and there is no need for eliminating any
APs (additional parameters). On the one hand, it is more rigorous regarding the completeness
of the model, on the other hand there are less strict requirements for calibration of any image
con�guration. Therefore, among many mathematical self-calibration models, only the Fourier
self-calibration of di�erent orders are experimented for comparison.

3.1.3 Experimental cameras

We conduct the experiment of camera calibration stability analysis with two mirrorless cameras,
a Sony α 7R III with Zeiss Loxia 25mm lens, and a Leica Q (Typ 116) camera with Leica
Summilux 28mm lens (see Figure 3.1). Besides, the potential of two smartphone cameras are
investigated: a Galaxy Note 8 from Samsung and an iPhone 7 Plus from Apple. The related
speci�cations for the cameras are listed in Table 3.1. In this work, all experimental results are
based on a special manufactured 18Ö29 chess-board by the company calib.io I/S (see Figure
3.2).

Figure 3.1: Camera systems used for calibration. From left to right: Sony α 7R III, Zeiss Loxia 25mm
lens and Leica Q (Typ 116) (pictures are from respective o�cial websites) [188].

Table 3.1: Speci�cations of camera systems used for calibration

Camera type Focal length(mm) Sensor type
Sony α 7R III 25 (engraved value) 35mm (Full frame)

Leica Q 28 (engraved value) 35mm (Full frame)

Galaxy Note 8
Wide-angle lens - 1/2.55′′

Extra telephoto lens - 1/3.6′′

iPhone 7 Plus
Wide-angle lens - 1/3′′

Extra telephoto lens - 1/3.6′′
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The experiment of reliability analysis has also been tested with the images captured with an
endoscope model from the Endo Industrial company with speci�cations indicated in Table 3.2
and an image in Figure 3.3. Among other parameters, the diameter of the endoscope makes a
big di�erence for the imaging ability. According to our research, most of the work applied using
the endoscopes is based on a diameter around or bigger than 4mm, such as 3.8mm and 10mm
diameter laparoscopes in [173], 4mm diameter arthroscope in [103]. According to Leiner, Dennis
C in [87], the diameter of the endoscope has great in�uence on the image quality as well as the
manufacturing process. The small diameter will lead to less space for the illumination �bers
and limit the f-number of the optical system, which will directly in�uence the image brightness.
Moreover, the oblique view characteristic will further restrict the space design.

Table 3.2: Features of the rigid endoscope

Rigid Endoscope
Sensor size 1/3′′

Image resulution 752 * 576
Pixel size 8.5 µm
Diameter 2.7mm
Distance from the object <2cm
Direction of view 30 °

Opening angle From 50 °to 105 °

Length 140mm

Figure 3.2: Camera calibration board (calib.io I/S).

Since the image capturing process with an endoscope is easily in�uenced by the hand tremor
of the user, a self-designed setup using three orthogonal cross slides and an additional head ball
as shown in Figure 3.4 is applied to guarantee the imaging stability. By twisting the knob on
each slide, the endoscope could move accordingly with small steps ensuring adequate overlap
between neighboring images.
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Figure 3.3: Example image of the endoscope.

Figure 3.4: Self-designed endoscope imaging setup.

3.2 Stability analysis of camera calibration

3.2.1 Methods

3.2.1.1 Work�ow

As the �rst step, ground truth estimation of the intrinsic parameters are to be estimated by
considering the statistical behavior of the calibrated parameters with regard to random errors.
According to the implementation instruction of OpenCV or Matlab Calibration Toolbox [20],
10 to 20 images from di�erent perspectives are collected for a calibration. However, in reality,
images taken without enough considerations of the con�guration will lead to unstable intrinsic
parameters of the same camera. If some images are ill-conditioned, they may severely in�uence
the �nal calibration results. Therefore, in our experiment, far more than the required number
of images are taken, with di�erent orientations including slightly tilted or highly tilted images,
rotated images, and a mix of images with di�erent distances. In case of ground truth estimation
of intrinsic parameters, the ill-conditioned images most probably will have an impact on the
con�dence interval of the Gaussian �tted functions. We use the Maximum Likelihood Estimation
(MLE) method to calculate the expected values of the calibration parameters. The work�ow for
the calibration is given in Figure 3.5.
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Figure 3.5: Work�ow of camera calibration for stability analysis.

3.2.1.2 Central Limit Theorem

The general idea of the Central Limit Theorem (CLT) [24] is, that regardless of the population
distribution model, if the sample size increases, the sample mean tends to be normally distributed
around the population mean, and its standard deviation shrinks as the number of samples n
increases. The theorem holds on condition that 1) the sample size must be independent and 2)
the sample size must be `'big enough�. The CLT is stated in (3.6).

X − µ
σ/
√
n
→ N(0, 1) (3.6)

where X stands for the sample mean, µ and σ are the nature mean and standard deviation of
the normal distribution.

Since the extraction uncertainty of each image feature is independent, di�erent image orien-
tations are considered to be independent as well. Therefore, the �nal calibration result should
ful�ll the CLT, which means the parameters from succeeding calibrations should ful�ll a normal
distribution. More speci�cally, when taking a big number of images following the guidance to
assume that all the images provide useful information for the calibration process, a su�cient
number of random subsets can be chosen. It is assumed that also the unstable calibration
parameters should present a normal random error distribution behavior.

3.2.2 Experiments and results

3.2.2.1 Gaussian �tting for multisets of calibrations

In the experiments, di�erent numbers of images for the subsets are tested. For a certain subset
image number, 1000 subsets are chosen and thus 1000 calibrations are implemented. Therefore,
every calibration parameter has 1000 results from di�erent subsets. As stated in 3.2.1.1, a MLE
is applied to obtain the expected values (in unit pixels). The respective pixel size of each camera
is listed in Table 3.3, which can be used to convert the given results to metric units. Additionally,
for non-full-frame sensors, the crop factor related to the sensor size is needed for the conversion
to a 35mm equivalent value. The results of the focal length in X direction are displayed in
Figures 3.6.
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Table 3.3: Pixel size of the four di�erent cameras

Camera Type Sony α 7R III Leica Q Galaxy Note 8 iPhone 7 Plus
Pixel size (µm) 4.5 5.97 1.4 1.2
Crop factor 1 1 6 7.2

(a) (b)

(c) (d)

Figure 3.6: Gaussian �tting experiment results: the calibrated focal length (pixel) in x direction for (a)
Sony α 7R III with Zeiss Loxia 25mm lens; (b) Leica Q (Typ 116) camera with Leica Summilux 28mm
lens; (c) the Galaxy Note 8; (d)the iPhone 7 Plus.

Figure 3.6 demonstrates that with di�erent image subsets, the natural mean of the focal
length from all the calibrations will converge. Moreover, the Gaussian �tting results indicate
that more images for a subset will make a more stable calibration, though more than 20 images
do not show a signi�cant improvement. From the comparison of the four curves of Figure 3.7,
the standard deviations of all camera calibrations converge to small values, while camera Sony
α 7R III and Leica Q (Typ 116) cameras show a much better stability than the smartphone
cameras of the Galaxy Note 8 and iPhone 7 Plus.

Figure 3.7: Gaussian �tting standard deviations of the calibration for four types of cameras.
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From the above processing, for di�erent image numbers of subsets we obtain di�erent Gaus-
sian �tting curves with di�erent expected values and standard deviations. Examples of the
calibrated focal length in x direction and y direction for the four di�erent cameras' calibration
are displayed in Figure 3.8.

(a) (b)

(c) (d)

Figure 3.8: Gaussian �tting standard deviations (SD) of the calibrated focal length: (a) SD of the Sony
camera; (b) the Leica camera; (c) Galaxy Note 8; (d) iPhone 7 plus.

The outcome of the experiments above is that the calibrated parameters are stable and
within small range for the calibrated focal length and the other calibration parameters. This
means that the in�uence of the image con�guration is greatly reduced by using many subsets for
the calibration from a huge image bundle and then estimate the natural mean according to the
CLT. A weighted arithmetic mean for the expected value is determined as the �nal calibration
parameter in (3.7).

X =

∑n
i=1 xi/σ

2
i∑n

i=1 1/σ2i
(3.7)

with X as ground truth of the calibration parameter, x is the expected value of the ith Gaussian
�tting curve, and σi is the corresponding standard deviation of the normal distribution. Table
3.4 lists the results of the individual calibration parameters.

The values of the calibration parameters from Table 3.4 may di�er from the speci�cations
of the vendor when transferred to mm. A reason can be the di�erence between the design value
and the production tolerance of the product. However, the concept introduced in this thesis
is not suggesting readers to implement this work�ow for every camera calibration, instead, the
method is applied here for the estimation of a ground truth information in order to analyse the
single factor in�uence in Section 3.2.2.2, so that practical suggestions can be given for a stable
calibration with around 20 images.
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Table 3.4: Calibration parameters for Sony α 7R III, Leica Q, Galaxy Note 8 and iPhone 7 Plus

Calibration parameters
Estimated Values

Sony α 7R III Leica Q Galaxy Note 8 iPhone 7 Plus
Focal length fx (pixels) 5819.6096 4424.5633 3164.8576 3281.3755
Focal length fy (pixels) 5819.4368 4425.4199 3165.3254 3281.3854

Principal point x0 (pixels) -32.4949 3.2504 27.8190 -24.6529
Principal point y0 (pixels) -1.4404 2.5041 13.6578 22.9677

Radial distortion K1 -0.0566 0.0479 0.1566 0.1951

3.2.2.2 Image block analysis based on ground truth estimation

After having estimated the intrinsic parameters through the Gaussian Fitting method with the
whole image dataset, the composition of the images used for calibration is changed with regard to
di�erent factors for further comparison. Oblique imaging angles and roll angles (rotations along
the optical axis) are important to make a strong image block for the camera calibration. Among
the whole image dataset, a group of photos is taken with relatively small oblique angles, which
follows the typical description of camera calibration in most open-source calibration toolboxes.
Additional images with bigger oblique angles and roll angels are taken, which compose a more
convergent image block to optimize the calibration con�gurations. Thus, a control experiment
with and without big oblique view images and roll movement images is designed to validate the
suggestion for taking images. In this section, only the result of the Sony camera experiments is
presented in Figure 3.9. From Figure 3.9, the following conclusions can be made:

� big oblique view images are important for a reliable and stable camera calibration;
� weak image blocks without big oblique image and roll angle images can lead to unstable
calibration results and even deviate from estimated ground truth with more images;

� roll angle images can contribute to more stable calibration results;
� roll angle images a�ects more the focal length estimation than the coordinates of the
principle point.

Therefore, for non-expert users, it is of vital importance to pay more attention to the image
con�guration for camera calibration regarding oblique view angles as well as roll angles partic-
ularly.
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(a)
(b)

(c) (d)

Figure 3.9: Single factor analysis results of Gaussian �tting using di�erent image compositions: (a)
expected value for the calibrated focal length in X direction; (b) standard deviations of the calibrated
focal length; (c) expected value for the principle point x0 coordinate; (d) standard deviations of the
principle point x0 coordinate.

3.2.2.3 Temporal stability variation

We have learned that the above factors have a strong in�uence on the calibration. Therefore,
we need to pay attention to the obtained results by taking approximate images. For validation,
the experiments with the Sony camera are shown as an example. Twenty independent sets of
images, for which each consists of 15-25 images, are collected within one week at di�erent epochs
for camera calibration. Ten sets of images follow the typical description of camera calibration
in most open-source calibration toolboxes, while another ten sets of images with the big oblique
angle and roll angle images supplement the validation, so that the temporal stability of the
proposed method is �nally proven. Part of the resulting calibration parameters including the
calibrated focal length and the principal point coordinates is shown in Figure 3.10.
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(a)
(b)

(c)
(d)

Figure 3.10: Temporal stability variation experiment results: (a) focal length of di�erent calibrations
with strong image block con�guration; (b) focal length of di�erent calibrations without strong image
block con�guration; (c) principle point of di�erent calibrations with strong image block con�guration;
(d) principle point in X direction of di�erent calibrations without strong image block con�guration.

According to the �gures, it can be seen that for the image datasets with big oblique angle
images and roll angle images, the di�erences of the calibrated focal length or the principal point
calibration of di�erent calibrations are within 6 pixels. However, image datasets without strong
image block con�gurations indicate high instability with calibrated parameter deviations of up
to 40 pixels. In addition, it must be noted that the experimental conditions in this section are
deviating from Section 3.2.2.1 regarding focus setting and other changes, which might cause the
di�erence of the calibrated parameters between section 3.2.2.3 and previous experiments.

3.3 Endoscope calibration

In Section 3.2, the calibration experiment is using the Brown model integrated in Zhang's
method, which is under an assumption that the Brown model is capable to model the lens
distortion behaviors. However, regarding special lenses such as wide-angle lenses, long focal
length lenses, more adaptive calibration models should be adopted for the reliability of the
calibration. Within this section, one of the special optics endoscope is under investigation.

3.3.1 Methods

3.3.1.1 Endoscope structure

Endoscopes, as special optical structure, are normally divided into �exible endoscopes and rigid
endoscopes. In our work, the latter one is applied. A new degree of freedom, the rotation
between the scope cylinder and the camera head is introduced to ensure a wider viewing �eld.
However, we keep the unchanged structure between the scope cylinder and the camera head for
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a more stable intrinsic information for the purpose of metric information obtainment. Another
design for wider viewing �eld is the oblique scope in the tip as shown in Figure 3.11.

Figure 3.11: Oblique view indication.

Suppose the imaging distance is d, the angle of view is α, the coverage of the object space
can be calculated via (3.8). It could be easily concluded that a short imaging distance leads to
a small viewing coverage in object space.

l = 2 · d · tan(α/2) (3.8)

Normally, the diameter of the scope cylinder is designed in the range of millimeter level. The
small aperture though enables the access to small cavities, it also introduce challenges to the
imaging transmission system as well as lighting system construction. Furthermore, the periphery
of the endoscopic image has normally severe distortions. In summary, an endoscope has several
disadvantages over a regular camera regarding 3D reconstructions:

� severe lens distortions;
� low image quality;
� unstability of the optics;
� unstability of the image collection process.

Therefore, though the camera calibration process can rely on mature algorithms and toolboxes,
it is still an challenging task to accomplish an endoscope calibration.

3.3.1.2 Necessity of pre-calibration using di�erent models

Due to the compound lenses and the imperfection of the manufacture, there is a discrepancy
between the real imaging process and the pinhole imaging in case of ideal lenses. Therefore,
various calibration models based on di�erent principles are put forward to model the distortion
behavior of the lens. The common distortion type as described in Section 3.1.2 are radial
distortion and tangential distortion, which could be well modelled by the Brown model. The
mature algorithm, including an initial closed-form solution under the assumption of an ideal
lens and global optimization process, has been widely applied. However, with the development
of the optics, many di�erent lenses for speci�c purposes are designed with distortions that are
beyond the ability of common calibration algorithms. The main problems are in two aspects:

� the calibration model is not powerful enough to model the lens distortion, such as wide-
angle lens or �sh-eye lens, therefore more powerful calibration models or speci�c models
should be developed for this task;

� the high correlation between parameters of the standard calibration algorithm will together
with inappropriate image con�gurations have an in�uence on the mathematical stability.
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In addition, the di�erence between pre-calibration and the calibration in the SfM process are
also worth consideration. In the SfM process, camera calibration is calculated as part of the
projective matrix of each single image. Even though normally more feature points are applied
than in a pre-calibration, the SfM based camera calibration is neither metrically precise, scene
independent nor image invariant. Therefore, the analysis of the results would be di�cult for the
optimization of the process.

3.3.1.3 Camera calibration for 3D reconstruction

As one of the steps for 3D reconstruction, camera calibration could be determined by auto-
calibration [6] directly from multiple uncalibrated photogrammetric images or implemented be-
forehand. In case of auto-calibration, with the well overlapped images for 3D reconstruction,
matched feature points lead to a projective reconstruction, for which several methods are avail-
able to obtain the intrinsic parameters. The projective reconstruction could be decomposed as
P i = Ki

[
Ri
∣∣ti] with Ki,Ri,ti representing the camera calibration matrix, rotation and transla-

tion, respectively. In the case of pre-calibration, the calibration parameters could be applied to
obtain the normalized image coordinates of matched features for 3D reconstruction. For a 3D
reconstruction, the fundamental matrix as shown in 3.9 is then degraded to the essential matrix
as shown in (3.10) for the determination of image poses.

xTFx
′

= 0 (3.9)

x̂
′TEx̂ = 0 (3.10)

where x and x
′
are the corresponding image coordinates, x̂ and x̂

′
are the correspond-

ing normalized image coordinates, F and E represent the fundamental and essential matrix,
respectively. F and E are connected via a camera matrix.

Though the auto-calibration could o�er a complete solution to metric reconstruction un-
der appropriate circumstances, it will fail according to [6] if the motion of the camera is too
restricted, which is very likely to happen in case of endoscope imaging. Thus, for endoscope
metric reconstruction, a pre-calibration has de�nite advantages over relying on auto-calibration
during the 3D reconstruction.

3.3.2 Experiments and results

With the introduction of endoscopy above, an example of an endoscope calibration image is
shown in Figure 3.12. As can be seen from the image, the periphery shows severe distortion in
comparison to the central part. In addition, the brightness and the resolution is lower than that
of a regular camera. These are all the challenges to be dealt with in the following section.

3.3.2.1 Stability experiment of the endoscope

According to the implementation of stability analysis introduced in section 3.2, an example of
Gaussian �tting for focal length in X direction is shown in Figure 3.13. Over 800 endoscopic
images were collected, the number of subsets were de�ned from 5-50 images and the random
subset selection was implemented 1000 times. Here the times of subset selection is decided taking
consideration of the computation time and the signi�cance of the statistical distribution.

A more intuitive view of the expected values of the focal length and the standard derivation
of the Gaussian �tting process are shown in Figure 3.14 and Figure 3.15, respectively. For a
comparison, an example of Gaussian �tting result for the regular camera Sony α 7R III can be
found in Section 3.2.2.1. From these results, it indicates that the convergence of the intrinsic
parameters shows more stability than the regular camera in [188], numerically in units of pixel.
However, due to the imaging distance and con�guration as well as the pixel size, the derivation
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Figure 3.12: Example image of endoscope calibration.

Figure 3.13: Example image of focal length Gaussian �tting from multiple endoscope calibration.

from endoscope calibration contributes a much bigger in�uence than the regular camera. Take
the Sony α 7R III and the endoscope as example, the corresponding parameters are shown in
Table 3.5.

According to the above values, it could be seen that the standard deviations in metric space
are nearly the same for both cameras. However, the ratio of the imaging distance to the focal
length of the regular camera is much bigger than that of the endoscope as illustrated in Figure
3.16. Even though the standard deviation of the endoscopic calibration by a Gaussian �tting
process is smaller than that of the Sony α 7R III, the instability of the endoscope has much
bigger e�ect on the application obtaining metric information. Therefore, the result of endoscope
calibration stability analysis and the comparison with Sony α 7R III camera indicate that it
is of vital importance for the endoscope to achieve accurate calibration for metric information
determination.
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Figure 3.14: Expected values of the Gaussian �tting for endoscope calibrated focal length with di�erent
image number.

Figure 3.15: Standard deviation of Gaussian �tting variation with image numbers for the endoscope
calibration.

3.3.2.2 Endoscope calibration model comparison

With the stability and reliability analysis from section 3.2, we captured a set of well-con�gurated
images with regard to the reference from the Gaussian �tting process for the purpose of a
comparison with di�erent camera models. Among then, introduction of Fourier mode could be
found in Appendix A3.The applied camera models are:

� Model 1: Division calibration model with single parameter
� Model 2: Classical Brown model with 3 radial distortion parameters and 2 tangential
parameters

� Model 3: Fourier model of �rst order with 16 distortion parameters
� Model 4: Fourier model between �rst and second order with 32 distortion parameters
� Model 5: Fourier model of second order with 48 distortion parameters
� Model 6: Fourier model of third order with 96 distortion parameters
� Model 7: Fourier model of fourth order with 160 distortion parameters
� Model 8: Combination of Brown model and Fourier model of �rst order
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Table 3.5: Parameters for Sony α 7R III and the endoscope

Sony α 7R III Endoscope
Resolution 7952 * 5762 752 * 576
Sensor size 36mm * 24mm 6.4mm * 4.8mm
Pixel size 4.5 µm 8.5 µm

Standard deviation 4 pixels 2 pixels
Imaging distance >50cm <1cm

Figure 3.16: Illustration of imaging distance and the focal length.

� Model 9: Combination of Brown model and Fourier model between �rst and second order
� Model 10: Combination of Brown model and Fourier model of second order
� Model 11: Combination of Brown model and Fourier model of third order
� Model 12: Combination of Brown model and Fourier model of fourth order

It should be noted that the Fourier self-calibration model with 32 parameters is the inter-
mediate model between the �rst and the second model, which has been explicitly indicated in
Tang's work [159]. The mathematical foundations of the applied models could be found in sec-
tion 3.1.2 and in Appendix A3. The realization of calibration with di�erent models is based
on [21] as well as the tutorial from [28]. An example of undistorted images with the results of
the Brown model calibration can be seen in Figure 3.17. The peripheral of (b) and (d) from
Figure 3.17 is due to the multiple solution of undistorted coordinates from the Brown model as
well as the relationship between the sensor area and the imaging area.

In addition, to evaluate the e�ectiveness of radial distortion estimation from di�erent models,
the comparison between the straight line and the line on the image is plotted with a zooming
view on the undistorted image as Figure 3.18.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.17: Undistorted image with di�erent calibration parameter: (a) Model 1; (b) Model 2; (c)
Model 3; (d) Model 7; (e) Model 8; (f) Model 12.
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(a)

(b)

Figure 3.18: Straight line plot: (a) undistorted image with 1st order Fourier model; (b) zoomed view.
The red line is the connection between the starting and ending feature of the row, the blue line is the
connection between the extracted features of the undistorted image with an example plotted with green
stars.

To present a concise view of the comparison between di�erent models, the sum of distances
between the extracted features and the line connecting the starting and ending point in each
row is calculated and shown in the Figure 3.19. Regarding the undistortion e�ectiveness of the
radial components with di�erent calibration models, it could be concluded that:

� The Brown model and division model could both well estimate the radial distortion be-
haviour of the endoscope with limited number of parameters;

� Though low order Fourier self-calibration models presents bigger values, the distance is
decreasing dramatically with the increase of the parameters employed, and the fourth
order of the Fourier model could show comparable behavior with the Brown model;
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� The combination of the Fourier model and the Brown model shows further improvements
in compensating the radial distortion.

Figure 3.19: The sum of distance between undistorted feature and the straight line.

Though it is commonly recognized that the radial component is the elementary distortion of
endoscopic images, other results should also be analyzed for a more convincing comparison. Take
the focal length in X direction as an example, the calibration results from di�erent models are
shown in Figure 3.20. The complete comparison results of calibrated focal length and principle
point coordinates are shown in Table 3.6, where fx and fy stand for focal length in x and y
directions, cx and cy stand for principle point coordinates.

Figure 3.20: Calibrated endoscope focal length comparison with di�erent models.
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Table 3.6: Comparison results of calibrated focal length and principle point coordinates for the endoscope.

Calibration Model fx fy cx cy
Model 1 327.29 324.39 382.55 289.66
Model 2 335.45 332.42 382.57 287.23
Model 3 384.71 386.24 345.222 305.31
Model 4 379.56 380.08 340.01 299.71
Model 5 360.94 361.83 354.92 299.77
Model 6 351.12 350.85 359.91 296.05
Model 7 344.45 343.53 360.63 291.20
Model 8 344.51 342.01 383.25 283.97
Model 9 341.18 338.67 378.59 286.29
Model 10 339.57 336.97 378.62 285.06
Model 11 337.51 334.65 379.28 286.43
Model 12 337.37 334.47 379.22 285.59

With the endoscope calibration experiments with the conventional Brown model, Fourier
self-calibration model from �rst order to fourth order as well as their combinations, the results
indicate the following points:

� The division calibration is e�cient with a single parameter while it is not an appropriate
choice for high accuracy camera calibration. While compared to the low order Fourier
self-calibration model, the division model gives closer calibration results to the estimated
values;

� The performance of a Fourier self-calibration model largely depends on the number of
parameters applied. From the �rst order with 16 parameters to the fourth order with 160
parameters, the calibration results show a dramatic change up to over 40 pixels with also an
approaching tendency to the expected value estimated in Section 3.3.2.1. The phenomenon
indicates that it is necessary to apply high orders of the Fourier self-calibration model to
compensate severe radial distortions. However, matrix singularities might happen in the
calculation process for high order Fourier self-calibration polynomials. The experiment
results of endoscope calibration are consistent with theory in Tang's work, which has only
been validated for airborne cameras;

� The combination of the Brown model with the Fourier self-calibration model has largely
improved the stability of the calibration results. On the one hand, it indicates that the
radial distortion plays a dominant role for the endoscope calibration, which could be well
modeled by the radial distortion components of the Brown model. On the other hand, the
di�erence between the combination model calibration and the Brown model calibration
reveals that except distortions that are modeled by the Brown model, there are other types
of distortion that could be well compensated by the supplementary Fourier self-calibration
model.

In summary, it could be concluded that the Fourier self-calibration model is not the appro-
priate choice for modeling the radial distortion alone. While it could be combined with models
such as conventional Brown model as a supplement to compensate any other unknown distortion
types.
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3.4 Concluding remarks

3.4.1 Stability of camera calibration

The main work of this section is the analysis of relationships between stability of camera cali-
bration using Zhang's method and the con�guration of images for calibration. Through multiple
subset random selections from the collection of a big number of images, the camera calibration
results from all the image subsets could be applied for a Gaussian-�tting process. A comparison
experiment validated the importance of di�erent factors, including oblique angles and 90-degree
roll angles along the camera axis. In addition, the temporal stability has been veri�ed by 20
independent calibration image groups with and without strong image block respectively.

3.4.2 Endoscope calibration

In our research, endoscope calibration is �rst of all analyzed regarding the stability of the
results through its statistical behavior. The experiment shows that the stability of the endoscope
calibration is worse than that of regular cameras even though the numerical pixel indexes indicate
the opposite conclusion. Besides the standard Brown model, we experimented with the classical
division model and Fourier self-calibration model, which is based on a mathematical principle.
The experiment results indicate that the radial distortion as the main distortion is necessary to
be compensated with a radial distortion parameter, while the mathematical calibration model
is an appropriate model for other unknown distortion types that may exist in the endoscopic
images.
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Chapter 4

3D Digitization

With related technology development in recent years, various sensors based on di�erent principles
could be applied, which could be generally classi�ed into passive and active sensors. As our
objects of 3D digitization - gyroscopes - are important tech heritage with complex surface and
internal structures, our solution for a complete digitization is the integration of photgrammetry,
endoscopy as well as CT scanning technology. In Section 4.1, photogrammetry and endoscopy,
which are basically of the same principle, are introduced with reference to the work�ow as well as
the challenges. In Section 4.2, readers could get a view of the CT 3D reconstruction, especially
the theorem and the image processing.

4.1 Imagery based 3D reconstruction

4.1.1 Principle and work�ow

Photogrammetry and endoscopy 3D reconstructions are both procedures using multiview im-
agery following the same principle. In photogrammetry, spatial resection determines the poses
of images. A common used method is the DLT, which is frequently applied when no approxi-
mate values or interior parameters are available. After the camera poses are estimated, spatial
intersection is applied to �nd out the 3D coordinates of object points as shown in Figure 4.1.
The solution comes from the collinearity equations (see Appendix A2).

Figure 4.1: Stereo vision illustration.

With a well-calibrated camera, su�ciently overlapped images are collected for a SfM process
with accurate image poses and a sparse point cloud as results. In practice, to obtain a satisfying
image pose estimation, the overall overlap of 60 % should be reached. Additionally, the settings of
the camera such as the resolution, focal length, imaging distance etc,. should also be considered
for pictures with appropriate exposure and sharpness.
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(a)

(b)

(c)

(d)

Figure 4.2: Topological structure of di�erent SfM algorithms: (a) incremental SfM; (b) global SfM; (c)
hierarchical SfM; (d) hybrid SfM.

There are di�erent SfM strategies proposed for an accurate and e�cient pose estimation
as well as sparse point cloud generation. SfM algorithms could be generally classi�ed into
incremental SfM, global SfM, hierarchical SfM and hybrid SfM. The topological structure of
these four classes could be seen in Figure 4.2. The widely applied incremental SfM has the
advantage of robust and high accuracy due to its iterative execution of bundle adjustment over
the global SfM while it will su�er from the drift as well as the computation e�ciency. Relatively,
the global SfM implements the bundle adjustment only once but the outliers will in�uence the
�nal results especially the translation between images. Hybrid and hierarchical SfM combine
the advantages of these two methods regarding the computation e�ort and accuracy.

After having recovered the image poses, a Dense Image Matching (DIM) process (see Ap-
pendix A4) will generate a dense point cloud, which could also be used for generating water-tight
3D surface model. As the last step, color informations from images are projected onto the 3D
surface model for the �nal result as summarized in Figure 4.3.
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Figure 4.3: Work�ow for multiview imagery 3D reconstruction.

4.1.2 Photogrammetry

4.1.2.1 Practical procedure

According to the requirments of calculating 3D points in Section 4.1.1, a partial 3D reconstruc-
tion of the object with non-re�ective and non-transparent surface is normally achievable without
too much e�ort. However, to obtain a complete 3D model in an e�cient way for movable ob-
jects, it is not advisable to use hand-held camera images with unpredictable camera movements.
Instead, assisting setup facilities such as a turn-table in our research as Figure 4.4, is necessary
for an easier well-overlapped image acquisition. Approaches such as prede�ned planar or cylin-
drical trajectories of the camera has been summarized in [72]. Other options are multi-camera
systems or more automatic setups using robotic arms with next best pose estimation at �rst
and movement of the camera such as the work presented in [160]. As those options are more
expensive, this could largely limit a wider application in reality.

Figure 4.4: Photogrammetry turn-table setup.

Generally, with a turn-table and a stationary camera, overlapping image con�gurations could
be obtained through the appropriate interval rotation movement in horizontal direction. In prin-
ciple, high image overlaps under appropriate relative orientation could contribute to the stability.
In reality, to increase the calculation e�ciency with the ReCap application, less neighboring im-
ages are considered in SfM processes with a high image overlap setting. In contrast, low image
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overlap will take more images into the calculation process and consequently lead to a longer
computation time. Therefore, a compromise should be made between the image alignment
results and the time cost. Another factor that may in�uence the SfM process is the feature
detection and matching process. Theoretically, in the process of interior and exterior parameter
estimation from fundamental matrix via SfM, at least 8 corresponding points [97] could lead
to a unique solution while more than that will turn to a least-square estimation process. The
redundancy of the measurements could not only be helpful to eliminate gross errors, but also
could strengthen the stability of the computation. During the calculation of black-box software,
feature detection could be set according to di�erent sensitivity. Too many detected features
under a low sensitivity setting may contain even noise or other invalid feature points due to
the situations such as specular highlights or transparent materials. It should be noted that in
di�erent software packages for 3D reconstructions, the related settings are di�erent and should
be set accordingly. Because of the di�erent characteristics of the objects to be reconstructed in
reality, it is impossible to set a common parameter for all projects. The solution is to visualize
the results of each step for an adaptive adjustment.

Nevertheless, camera movements in vertical direction as well as the change of object place-
ment are necessary to obtain the whole perspective images, especially the contact surface between
the object and the placing platform. In practice, if the views have been changed dramatically
when the position of the camera or the object changes, the SfM process may fail to align the
whole perspective images into a uniform coordinate system. Instead, several image groups would
be determined into di�erent local coordinate system. Thus, DIM could not be implemented for
a complete 3D model. The problem could be solved via a manual control points picking reg-
istration, which, however, could be labor consuming and reduce the accuracy. To avoid such
situations, the following rules should be obeyed in the image acquisition phase:

� the illustration condition of the images from di�erent stationary camera should be consis-
tent for the image matching result;

� the background of the image should be as clean as possible to avoid the e�ect of noise on
image matching process;

� the overlap between views before and after the movement of the object should be guaran-
teed;

� the whole perspective images should be collected to avoid missing information on the 3D
model;

� the number of images should be appropriate, though basically two overlapped images are
enough to recover the 3D information, too many images will lead to expensive computation
cost while too few images may lead to inaccurate 3D models [1].

4.1.2.2 Evaluation of the software for 3D reconstruction

After the image acquisition, there are several issues to be taken into account in the procedure
of 3D reconstruction. Even though commercial software as a black-box is able to implement the
calculation in an automatic way, the setting of parameters related to the corresponding theory
will in�uence the performance of integrated functionalities.

The software for 3D reconstructions are classi�ed into two categories, i.e open source software
and commercial software as introduced in section 2.3.1.2. The adopted software in the research
are

� Agisoft Metashape 1.6.2.10247 (MS, previous name was Agisoft Photoscan).

� Capturing Reality 1.2.0.16813 RealityCapture (ReCap)

� VisualSfM

� PMVS
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The commercial software has the advantage regarding the completness of the 3D reconstruction
work�ow, while the open source software packages provide algorithm details regarding the inter-
mediate results. In our work, those software are compared regarding the alignment performance,
dense image matching quality as well as the computation e�ciency with three datasets from the
collection of the Gyrolog project, which is indicated in Table 4.1. For a rigorous comparison, all
implementations are conducted with the same computer, which uses a i7-8700 CPU processor
and a NVIDIA GeForce GTX 1080 graphic card. Besides, the feature detection is performed
with the same numbers and same resolution images are utilized in all related procedures such
as image correspondence extraction and DIM steps [128].

Image number Image overlap Object Dimension
Object KK12-09

46 High overlap 15.8 ∗ 13.5 ∗ 21.5cm3

Object KH09-09
225 High overlap 4.4 ∗ 14.5 ∗ 14.8cm3

Object Bohnenberger Maschine
86 High overlap 15.5 ∗ 8.6 ∗ 8.6cm3

Table 4.1: Summary of employed datasets

4.1.2.3 Results and analysis

The results of software evaluation with 3 datasets are reported in the Table 4.2

MS ReCap VisualSFM PMVS
Dataset1 - KK12-09

Aligned Image Number 46/46 44/46 44/46
Alignment Calculation Time 91.6s 47s 133s

Number of 3D points 15,430 15,016 15,481
Mean error (pixels) 1.8315 0.494947

DIM Calculation Time 9mins 17mins - 20mins
Number of dense point 1,868,390 1,420,204 770,071

Dataset2 - KH09-09
Aligned Image 225/225 225/225 225/225

Calculation Time 5mins(error) 4mins 15mins
Number of 3D points 44,790 44,719 48,339
Mean error (pixels) 0.763384 0.425272

DIM Calculation Time 165mins 75mins 101mins
Number of dense point 6,402,978 2,739,365 1,384,752

Dataset3 - Bohnenberger Maschine
Aligned Image 86/86 86/86 86/86

Calculation Time 70.145s 86.867s 241s
Number of 3D points 31,990 28,451 29,289
Mean error (pixels) 0.605 0.336 -

DIM Calculation Time 26mins 27mins 21mins
Number of dense point 8,617,456 1,623,642 165,261

Table 4.2: Summary of employed datasets

(1) Dataset1 applies the directional gyro KK12-09 as introduced in Section Appendix B. The
experiment is designed using an easy image alignment con�guration, where the camera is
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stationary and the object is placed on a turn-table without �ip or move. Obviously, all
software packages are capable to align the images together into an uniform coordinate sys-
tem and show similar results of the sparse point cloud. However, ReCap shows an evident
advantage over others regarding the computation e�ciency in the image alignment phase.
Of particular note is that the reconstruction of Agisoft Metashape includes the background
information which lead to a much bigger 3D point number of the reconstruction.

(2) Dataset2 uses the operator unit platform KH09-09 also introduced in Section Appendix B.
The experimental data consists of images from the object that has been moved and �ipped
its position, which might cause uncertainty for the image alignment process. Among all,
Recap and VisualSFM show best results with the most images oriented. The MS failed
to align all the images together. For comparison, three chunks are processed separately
and merged for the later DIM comparison. Within this dataset with over 200 images, the
computation e�ciency shows even a bigger di�erence, while the �nal numbers of 3D points
from DIM processing are close.

(3) The object for dataset3 is one of the most important objects - the Bohnenberger Maschine.
The reason of the selection is due to the homogeneous surface of the object, which could
reveal the feature detection and matching ability of the software. From the results, it could
be seen all softwares are possible to align the images together.

In brief, the commercial softwares MS and ReCap provide a more user friendly and compact
operation procedure. Relatively, ReCap has better performance as for the computation e�ciency,
accuracy as well as the alignment stability. With regard to DIM, MS could generated more 3D
points while it could not exclude the background, i.e the platform e�ectively. However, MS
has several advanced functions, such as the application of the image mask, camera calibration
function, and could work as a supplementary tool when dealing with complex objects using
ReCap. In addition, though the open source toolbox VisualSFM could achieve comparable
results as MS and ReCap, its results of pose estimation indicates obvious errors as shown in
Figure 4.5 from the actual circular trajectories.

(a)
(b)

Figure 4.5: Pose estimation results from VisualSfM: (a) KK12-09; (b) The Machine of Bohnenberger.

For situations, where the images obtained before and after the object movement are di�cult
to be aligned together, two possibilities are available to solve the problem. We could manually
choose control points on the images of di�erent components for an implementation of the image
alignment process. Alternatively, components containing partial view images could also be
reconstructed separately to generate several dense partial point clouds of the object. In the next
step, those point clouds are to be registered according to the overlap information. As can be
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seen from the Figure 4.6 with the example of a component from KK17-09, two initial image
groups created with all the input images have been registered successfully. It should be noted,
that the control points on the image should be picked evenly in corresponding 3D space and also
precisely. In Figure 4.7, two partial point clouds as well as the registered results are shown of the
object Golden Gnat (Section 7.3). This is normally realized by a coarse-to-�ne process, which
applies 3D feature points for the initial registration and an ICP like algorithm for re�nement.
For the convenience of implementation, the upper and lower sections are truncated from the
corresponding partial reconstructed point clouds.

(a) (b)

(c) (d)

Figure 4.6: Manual registration using control points of KK17/03-09: (a) partial reconstruction with top
side; (b) partial reconstruction with bottom side; (c) integrated reconstruction; (d) an original image of
KK17-09.

A special case of Gyroscope 3D reconstruction is the re�ective or transparent material pro-
cessing. The principle of photogrammetry introduced in Section 4.1.1 is under the assumption
of a di�use re�ection on the surface of the object to be reconstructed. However, transparent
surfaces will introduce refractions and a very shiny surface will lead to confusion for the 3D
reconstruction program. In this case, one of the solutions is using spray on the corresponding
surface. After having aligned both sprayed and non-sprayed images together in an uniform
coordinate system, only sprayed images are applied for the dense image matching process and
non-sprayed images for texturing. An example is given in Figure 4.8.
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(a) (b)

(c)
(d)

Figure 4.7: Golden gnat registration using 3D features and ICP: (a) feature matching of point cloud
pair; (b) initial pose of coarse registration; (c) re�ned registration using ICP algorithm; (d) integrated
3D model.

(a) (b)

(c)
(d)

Figure 4.8: Spray operation for transparent or re�ective surfaces: (a) original image; (b) sprayed image;
(c) reconstructed mesh with sprayed image; (d) textured mesh with original image.

According to the evaluation results of the software, ReCap is used as the main tool due to its
calculation e�ciency with MS as the supplementary solution for its various advanced functions.
Successful examples of gyroscope 3D reconstructions are given in Figure 4.9. From the pictures,
it could be seen that the overlap between images from di�erent camera stations are well aligned
and the surfaces have been well reconstructed.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.9: Image con�gurations and corresponding gyroscope 3D models by photogrammetry: (a)-(b)
The Machine of Bohnenberger ; (c)-(d) KR05-17; (e)-(f) MFK01-09.
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4.1.3 Endoscopy

4.1.3.1 Image acquisition

As introduced in Section 4.1.1, as a special camera system, the endoscope 3D reconstruction
follows the same principle as conventional photogrammetry. However, the special characteristics
of the endoscope di�ers from the regular camera regarding the 3D reconstruction in following
aspects:

� the di�culty of obtaining appropriate image con�gurations due to its special structure as
shown in Figure 3.3;

� the limited image quality with reference to resolution, brightness, specular highlight and
severe distortions;

� short imaging distance and small �eld of view lead to larger number of images, which is
likely to cause drift in the result of trajectory estimation.

Due to the fact that the above di�erences bring di�culties for endoscopic image collections, it is
necessary to apply a �xture to avoid the image blur caused by the shake of hand-held endoscopic
images. In addition, the trajectory of the endoscope should be precisely controlled to ensure the
overlap between neighboring images. Therefore the setup as shown in Figure 3.4 in Section 3.1.3
has been applied. Furthermore, to increase the e�ciency of the image acquisition process, the
strategy of combination of images and videos is adopted. We capture videos instead of images
for those less important areas which are only used for bridging reasons.

4.1.3.2 Image preprocessing

According to the characteristics of endoscopic images, the necessary pre-processing steps include:

� Boundary detection. Due to the bigger sensor area than the imaging area, only the central
area could collect e�ective information with the useless ambient area. Therefore, the
circular boundary of the imaging area could be extracted to avoid the noise in�uence of
the ambient area.

� Image undistortion. The severe endoscopic image distortion should be corrected according
to the calibration results obtained in Section 3.3. A pair of images in Figure 4.10 is
presented to show the endoscope images before and after the image undistortion.

� Specular highlight removal. This is also an issue due to the metal surface of the Gyroscope
as well as the near-�eld lighting. The specular highlight removal is implemented according
to the method introduced in [7]. The highlight removal could avoid the feature matching
errors as well as texture ambiguities because of the view changes of the highlight area. A
pair of examples is given in Figure 4.11.

� Image brightness enhancement. It is caused by the limited illumination space of the small
diameter scope cylinder, which has great in�uence for the SfM process. The image sequence
is processed via a histogram normalization to ensure the uniform and enhanced brightness
of the images. Original and enhanced images are shown in Figure 4.12.

� The noise coming along with the low illumination could be handled with di�erent �l-
ters. The method introduced in [77] could improve the feature detection as well as the
correspondence matching.
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(a) (b)

Figure 4.10: Undistortion of endoscope image: (a) original image; (b) undistorted image.

(a) (b)

Figure 4.11: Specular highlight removal of endoscope image: (a) original image; (b) highlight removed
image.

(a) (b)

Figure 4.12: Brightness enhancement of endoscope image: (a) original image; (b) brightness enhanced
image.

4.1.3.3 SfM procedure

With the collected endoscopic images, image alignment is to be implemented according to the
work�ow for estimating the accurate image poses. Although spatial resections are using well
matched correspondences, the low quality of endoscopic images brings challenges as introduced in
Section 4.1.3.1, which stresses the necessity of image pre-processing before the image alignment
procedure starts. Additionally, due to the small coverage of a single endoscope image, a larger
number of endoscopic images is needed in comparison with a normal camera. However, such long
trajectory may lead to drift problems in the pose estimation results. Examples can be seen in
Figure 4.13, which are obtained by RealityCapture image alignment process with and without
image undistortion respectively. The left image show much bigger distortion than the right
image due to the lack of calibrated intrinsic information. Though the implementation details
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are embedded in the black-box, the estimated camera poses with an obvious drift phenomenon
indicates that the SfM is an incremental like strategy. By using additional manual control points,
drift-free SfM results by RealityCapture as comparison is shown in Figure [?].

(a) (b)

Figure 4.13: Drifted image alignment results with endoscopic images: (a) without sensor calibration; (b)
with sensor calibration.

Figure 4.14: Drift-free Endoscopic SfM with manual control points .

4.2 Computed Tomography

4.2.1 Basic principle and work�ow

CT 3D reconstruction is initially realized by the acquisition of a stack of radio-graphic projections
(2D images) of the object around a rotation axis, which are then processed for a volumetric
representation. The object to be scanned is placed between the source and detector of the X-ray
as shown in Figure 4.15. In comparison to the medical CT scanners, the industrial CT scanners
are more powerful to penetrate through metals, which are essential components of gyroscopes.
Thus, industrial CT is a ideal solution for non-destructive preservation of gyroscopes regarding
the internal structure.

As the basis of the 3D reconstruction process in computed tomography, the 2D image ac-
quisition process as well as its quality is highly depending on the power of the X-rays, which is
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Figure 4.15: Photogrammetry turn-table setup [48].

generated by electron beams. The X-ray source contains an X-ray generator (a vacuum tube)
in which electrons are released from a �lament (the cathode) and are highly accelerated by an
electric potential di�erence. Then, the electronic beam is focused on a metal target (the anode)
and produces X-rays according to two di�erent processes: The electrons are decelerated by the
atomic nucleus of the target and part of their kinetic energy is converted into an emitted X-ray
photon. This phenomenon is called `braking radiation' or 'Bremsstrahlung'. The level of the
Bremsstrahlung depends essentially on the selected acceleration voltage (anode voltage). The
output spectrum consists of a continuous spectrum of X-ray energies ranging from 0 to the
electronvolt of the X-ray source. As a result, a projection is generated on the X-ray detector
with an example as given by Figure 4.16. The penetration depth of the X-ray radiation and
the associated image quality depends on various factors: selected acceleration voltage in kV,
material properties and thus absorption properties of the object to be scanned.

Figure 4.16: X-ray slice of WK10-10 @ Gasim Mammadov.

In general one pixel on the projected image is represented by 14 bits which later extends to
32 bits single precision �oat type. The pixel value changes after post processing such as shading
correction and bad pixel estimation. All the projections are in�uenced to the poisson noise, beam
hardening and metal artifacts. After obtaining the set of projections, they are stored in hdf5 �le
which is a data model which stores large datasets and large variety of metadata. The projections
further are �tted to the reconstruction algorithm such as Filtered Back Projection (FBP) and the
output is a volume with the 3D pixel called voxel. The volume is also stored in hdf5format, which
contains the certain metadata as grid origin, grid space and volume dimensions. To extract the
layers of di�erent materials, the histogram could be applied for the whole volume data as shown
in Figure 4.17 for the purpose of thresholds selection. Figure 4.18 presents an example that the
CT images represent a possibility of virtually dismantling the reconstructed 3D models in order
to examine their individual parts more closely. For this purpose, the partially disassembled
Honeywell GG165A2 rate gyro, a variant of the Golden Gnat gyro, is shown on the left, which
is an object of the gyro collection. In the middle is the inner part of the electric rotor drive,
the so-called stator. The picture on the right shows a 3D reconstruction of the stator, both as
a complete component under positions i and j and broken down into its individual parts. The
parts, generated purely by computed tomography, are arti�cially colored to distinguish them.
The visual creation was done interactively with the software Scan-Mess 3D.
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Figure 4.17: CT histogram @ Gasim Mammadov.

(a) (b)

Figure 4.18: Virtual dismantling of the stator of the rate gyro GG165A2 [48].

For the computed tomographic examination in our research, a Nikon XT H 225 X-ray Com-
puted Tomography (CT) system (see Figure 4.15) has been used to generate 3D models of the
gyroscopic objects. The micro-focus X-ray source of the CT system has a maximum electron
acceleration voltage of 225kV with a maximum power of 225W. The X-ray source has a minimum
focal spot of 3µm at 7W using a re�ection tungsten target. The detector of the Nikon CT is
Varian 4030 model with dimensions of 2300 ∗ 3200 active pixels and the pixel size of 127 µm.
The rotation and the further manipulations of the object in CT is performed by the manipulator
XT H 225. It has 5 axes which are X,Y,Z, Tilt +/− 30◦ and Rotate (n*360◦), where n is step
size. The maximum sample weight is 15 kg.

4.2.2 CT 3D model pre-processing

The volume achieved from the CT 3D reconstruction is then used to generate the point cloud.
The point cloud is the collection of the voxel positions, which are calculated using the grid origin
and grid space. In addition to the voxel location described by the three coordinates (x, y, z), the
color value is also speci�ed by using the RGB color model. The work�ow could be illustrated as
Figure 4.19.

4.2.2.1 De-noising of CT 3D model

In general, all voxels can be transferred to the points, however, the interesting volume region
should be part of an object and not the background. Thus, the thresholding is set to distinguish
the object from the noise and background. Despite the case that the range of voxel values starts
from negative values, we take only the positive range which starts from zero. The negative
values, as shown in Figure 4.17 on the left side of the red line, is background noise which does
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Figure 4.19: CT point cloud generation from X-ray images.

not carry any information. An example of de-noising with the object Golden Gnat is shown in
Figure 4.20.

(a) (b)

Figure 4.20: De-nosing process of WK10-10: (a) noise model of WK10-10; (b) de-noised model of WK10-
10 @ Gasim Mammadov.

Besides the noise of the background, the complex components of the object could also lead
to a imperfect reconstruction. As can be seen from Figure 7.3, it has several cables and pins
which might lead to streak artefacts. Besides, it consists of di�erent metal alloys such as iron,
copper, and aluminum. Therefore, high energy is necessary to be applied for reducing the beam
hardening artefacts. Two iso-surfaces are shown in Figure 4.21. With the method based on
Convolutional Neural Network (CNN) proposed in the work [124], the de-noised projections are
obtained for the reconstruction of a volumetric model as shown in Figure 4.22.

(a) (b)

Figure 4.21: Two views of the iso-surface of G200 from the 3D volume data set reconstructed by the
FBP [47].
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(a) (b)

Figure 4.22: Two views of the iso-surface of the G200 calculated from the CT 3D volume data set
reconstructed by the FBP from the denoised projections [47].

4.2.2.2 Volumetric point cloud surface extraction

With the point cloud transformed from the volumetric data, the further surface extraction can
be performed, for the convenience of data registration with the photogrammetric point cloud.
The surface extraction process can be characterized as the problem of �nding the convex hull,
which is the set of points which are enclosed in a convex polygon. The solution is to project
outer voxels to the surface of the object. When the line of each voxel projection touches the
object it is counted as a surface. However, the noise can still exist in volume and thus the next
couple of voxels are also checked to guarantee that the is solid object not a noise. The complete
work�ow of the surface extraction can be summarized in Figure 4.23. In addition, an example of
the original volumetric point cloud and the extracted surface data are presented in Figure 4.24.

Figure 4.23: Measurement setup inside the CT.

(a) (b)

Figure 4.24: An example of surface extraction: (a) volumetric point cloud; (b) extracted surface data @
Gasim Mammadov.
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4.3 Concluding remarks

With three sensors of di�erent characteristics, photogrammetry could realize a global surface
3D reconstruction with a regular camera, an endoscope aims for local reconstruction for hollow
or cavity structures on the surface, while CT supplements with 3D internal information. The
integration of 3D models from the three sensors above could provide a complete 3D digitization
with both surface and internal information. Among three methods, photogrammetry has the
best maturity for non-transparent, non-re�ective surfaces with appropriate image con�gurations.
As for application of endoscopes for heritage preservation, it is a totally new trial and the image
acquisition, image pre-processing and 3D reconstruction work�ow are necessary to be improved
and de�ned. The CT mainly su�ers from the thresholding selection for 3D reconstruction and
the noise problems. Excluding the cost factor, it is promising to have a wider application of CT
in other 3D reconstruction projects.
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Chapter 5

Data Integration

With the recent development of the technology, the integration of various sensors - also called
sensor fusion - based on di�erent principles is the big trend to enrich 3D digitization applications.
However, there is no uniform algorithm to realize the 3D data integration under the situation
that measurements are from di�erent sensors having di�erent standards, formats and other
characteristics. Within this chapter, Section 5.1 presents a common solution based on arti�cial
markers using the Gauss-Helmert model for transformation parameter estimations, which has the
least limitations among many other registration algorithms but requires manual work. In Section
5.2, under the assumption that the CT data has a complete representation, the color information
from the photogrammetric images could be directly projected onto the CT data surface which
has already been transformed into the same coordinate frame as the photogrammetric point
cloud. Section 5.3 deals with the situation where the assumption under Section 5.2 is not
ful�lled. According to the structure characteristics of the gyroscopes, the virtual intersection
points, which are obtained by extracting geometric primitives from the photogrammetry and CT
point clouds, respectively, could be determined to act as control points for the transformation
matrix estimation.

5.1 Gauss-Helmert Model-based method

The task of integrating several point clouds from di�erent sources is also called registration, or
the problem of a Rigid Body Transform (RBT) A common solution is the Iterative Closest Point
(ICP) algorithm. However, there is a restriction on the overlap and the necessity of a coarse
registration. Alternatively, we propose a comprehensive accuracy analysis for point cloud regis-
trations with corresponding common points. These points are called �Control Points� or simply
�Targets�. With manually selected control points, we formulate an overall 7 parameters trans-
formation embedded in a Gauss-Helmert model. More details of the mathematical derivation
for the process could be found in Appendix A5.

5.1.1 Experiments and results

To implement the transformation parameter estimation using the Gauss-Helmert model, the
corresponding control points are to be manually selected. The requirements for this process
are: (1) high precision, which needs cautious operation due to the reason that the cursor might
fall on the point with wrong depth information; (2) even spatial distribution, which is of vital
importance for the error propagation during the estimation process. In particular, co-planar
control points should be avoided. For the CT and photogrammetry point cloud registration,
only geometric feature point coulds be applied because of the lack of texture information on the
CT data. This could be challenging for the objects containing few corner points such as a ring,
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sphere or cylinder shape. Thus, the details should be carefully observed for this control points
picking process.

According to the last section of theory introduction, we have chosen the G200 from Figure
7.4 for investigation. Figure 5.1 presents the views of 10 chosen corresponding control points
which are evenly distributed on the object surfaces.

(a) (b)

Figure 5.1: Manual control points selection of Gyro G200.

After the estimation with the Gauss-Helmert model using 7 parameters, direct split views of
the integrated model is shown in Figure 5.2. For comparison, an estimation with 4 corresponding
control points has also been implemented with precision assessment presented in Table 5.1.
In addition, two more objects the Bohnenberger Maschine and the Ternstedt gyro are also
included in the experiments. The cross section of the integrated model and precision assessments
are shown in Figure 5.3, Figure 5.4 and Table 5.1, respectively. It should be noted, that the
integrated models are obtained from the transformation matrix with 10 control points and the
CT data are down-sampled to increase the e�ciency of visualization. Experiments with 4 control
points could also realize the transformation estimation, while the standard deviation of the unit
weight σ0 deviates up to 38% from the nominal value, which is 1.0.

(a)
(b)

Figure 5.2: Split views of integrated model of Gyro G200.
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(a) (b)

Figure 5.3: Split views of integrated model of direction gyro KK12-09.

(a)
(b)

Figure 5.4: Split views of integrated model of the Machine of Bohnenberger [47].
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Table 5.1: Precision estimation of photogrammetry/CV and CT point cloud estimation by the Gauss-
Helmert model

Objects CPs σ0 σCT σCV CT GSD CV GSD File Size Integrated Size

G200
4 1.38 0.10mm 0.08mm 0.22mm 0.05mm 440MB 1.05GB
10 1.07 0.08 0.06

BM
4 1.36 0.125mm 0.149mm 0.035mm 0.029mm 171MB 378MB
10 1.02 0.094 0.113

Ternstedt
4 1.24 0.115mm 0.140mm 0.22mm 0.05mm 165MB 1.46GB
10 1.09 0.101 0.124

5.2 CT surface coloring

Di�erent from the last Section 5.1 using manual control points based on a Gauss-Helmert pa-
rameter estimation for point clouds registration, this section will mainly focus on combining
individual advantages of both photogrammetric and CT data. Under the assumption that CT
data has a complete representation on the surface regarding di�erent materials, the overall con-
cept is using a coarse-to-�ne registration procedure to determine the spatial relationship between
photogrammetric images and CT data. Afterwards the color information from the optimal im-
ages is projected onto the CT surface point cloud. Thus the advantage of color information
from photogrammetric data and the high geometry precision from the CT data are combined
together.

5.2.1 Related theory

5.2.1.1 Work�ow

The whole work�ow for a CT surface data coloring process is summarized in Figure 5.5. The
�rst step is the generation of CT surface point clouds and photogrammetric point clouds of the
object's surface. Secondly, we take the surface of CT data for accomplishing the alignment with
the photogrammetric 2.5D surface model. Thirdly, the typical procedure for alignment between
CT surface data and photogrammetric data is to select control points from both data sets to
obtain a coarse-registered model and then apply an ICP (Iterative Closest Point) algorithm for
re�nement.

Fourthly, after the alignment, the transformations between CT data and images for the 3D
reconstruction are determined. According to each image pose, the CT surface data can generate
a depth image (see Section 5.2.1.3), which corresponds with the original photogrammetric image.
Fifthly, the exclusion of the ambiguous pixels on the depth image due to the projection of 3D
points should be implemented by making use of range values. And �nally, all points from
CT surface data are processed in the same way in order to obtain a full coloured CT surface
representation.

5.2.1.2 Histogram based threshold determination

The reconstructed CT volume represents the object with attenuation values carried by each
voxel. The overall histogram of the �nal volumetric data illustrates the di�erent peaks with
respect to the various materials used in the object, since each material attenuates in a di�erent
way when the X-rays pass through. Theoretically, the overall histogram of the �nal CT volume
calculated with the FBP algorithm carries multiple peaks representing di�erent materials (see
Figure 4.17). However, the X-ray images have information not only about the accumulated
attenuation on the detector, but also the noise which can come from the detector and the source
as well as other artifact types, see [83]. Based on the severity of the noise which can distort the
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Figure 5.5: Pipeline of CT surface point cloud colouring [189].

shape of each peak one can separate materials with the simple thresholding [114]. Additionally,
some parts of a scanned object can be simply not visible during the visualization as a result
of high X-ray energy spectrum: materials such as paper or plastic will have low attenuation in
comparison with the metal and dense materials with high atomic numbers.

5.2.1.3 Depth image generation and application

A depth image is an image channel containing the distance information from a viewpoint to the
scene object. It can be obtained from multi-view images for the purpose of 3D point calculation.
However, a depth image could also be generated from a 3D point cloud with adequate camera
parameters for other applications. The process is a projection from the 3D space to the 2D
image frame, where pixels do not carry colour but range values to the corresponding 3D point.
If the camera parameters from the pose estimation and calibration are adopted, the depth image
should also be overlapping with the original photogrammetric images in the projection areas. To
get the conceived result, the intrinsic parameters, including the calibrated focal length and the
principle point coordinates, and extrinsic parameters are to be provided to de�ne the camera.
In addition, the width and height of the depth image are needed to be de�ned.

5.2.1.4 Colour information assignment

Because the range image generation process projects all points onto the image plane with the
camera intrinsic parameters, some points on the back side and out of the �eld of view, which
should not be projected according to the law of light propagation, will fall on the image plane.
This will cause ambiguities when �nding the corresponding pixel between the depth image and
the undistorted image. The ambiguity may happen as indicted in Figure 5.6.

Figure 5.6: Schematic diagram of ambiguous pixel on the depth image.

Under normal conditions, the neighbouring pixels should have similar range values, if they
are neighbouring points in 3D space. Another possibility for neighbouring pixels can also be
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that the light ray travels through two surfaces and have two intersection points. Therefore, the
way to solve the problem is by taking advantages of the range values of neighbouring pixels.
The procedure to eliminate the wrong pixels is as follows:

� create the depth image according to the camera pose;

� list the pixel coordinates and colour information according to the depth image and corre-
sponding photogrammetric image for each 3D point;

� take a certain size window of the pixel, and compare the range values between the target
pixel and its neighbouring pixels;

� the pixel which holds much bigger value ranges will be excluded

� the quali�ed pixel will get the colour information from the corresponding pixel of the
undistorted photogrammetric images. from the colouring process.

By applying this processing pipeline, the corresponding pixels of the back side of the object are
eliminated. However, a single point is still visible from multiple images, which means one point
from CT surface might get more than one colour values. Therefore, a further range comparison
is necessary to determine the �nal colour value.

5.2.2 Experiments and results

5.2.2.1 Data acquisition process of the Golden Gnat

With the equipment and con�gurations introduced in Section 4.1.2, the 3D reconstruction using
photogrammetry and CT have been realized respectively. The Golden Gnat is imaged with
Lego bricks �xing its base. One of the original images is shown on the left image of Figure 5.7.
The photogrammetric 3D reconstruction is implemented via RealityCapture software. To better
focus on the object part for the experiment, the point cloud is �ltered to be displayed in the right
image of Figure 5.7. A CT reconstructed model is given in Figure 4.20 and was derived from a
large number of X-ray images with an example of Figure 4.16. Additionally, both datasets have
been pre-processed regarding noise and other imperfections. It should be noted, that only the
upper part above the lego base of the point cloud has been used in this experiment.

(a)

(b)

Figure 5.7: Photogrammetry 3D reconstruction of Golden Gnat: (a) example image of the Golden Gnat;
(b) point cloud of the Golden Gnat.

5.2.2.2 Point Cloud Registration of the Golden Gnat

The registration of CT and photogrammetric data of the Golden Gnat is divided into two
steps. First of all, control points from both datasets are manually selected as stated in Section
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5.1. Secondly, with an initial registration, an ICP algorithm is applied with Point Cloud Library
(PCL) under C++, to calculate the closest distance between the overlap of the two point clouds.
The aligned CT point clouds and the photogrammetric source point cloud are displayed in Figure
5.8. It has to be noted that the color of CT data has been darkened and the photogrammetric
point cloud has been sampled to enable the visualization of both surface and internal information.

Figure 5.8: Aligned photogrammetric and CT surface point clouds.

After the application of the ICP algorithm, the aligned CT point cloud is considered in the
same position with the photogrammetric point cloud. Therefore, the pose relationship between
images and photogrammetric point clouds is valid for the transformed CT point cloud.

5.2.2.3 Depth image generation of the Golden Gnat

After the transformed CT surface data is acquired, the depth image of the CT point cloud needs
to be calculated. The depth image generation process is realized under PCL from aligned CT
point clouds. In this research, the needed camera intrinsic and extrinsic information are exported
from the Reality Capture software. However, the de�nition of the parameters, especially the
camera poses, which have multiple representation possibilities, are crucial for the implementation
of the procedure. The depth image corresponds to the pose of the original image, which is shown
on the left side of Figure 5.7, and is displayed on the left image of Figure 5.9. Furthermore,
an overlap display of the original image and the depth image is presented on the right image of
Figure 5.9.

(a) (b)

Figure 5.9: Depth image generation of Golden Gnat: (a) depth image of CT surface point cloud; (b)
overlap display of the depth image and the corresponding photogrammetric image.

It should be noted here, that the result does not correspond to the original photogrammetric
image but to the undistorted image, which needs to be calculated through the original image
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and applying camera distortion parameters. The image on the right hand side of Figure 5.9
indicates the overlap between the depth image and the undistorted photogrammetric image.

5.2.2.4 Colour information assignment for the Golden Gnat CT surface point

cloud

By applying the method stated in Section 5.2.1.4, a window size of 5*5pixels is chosen to exclude
the ambiguous pixels for the colour assignment process. Figure 5.10 displays the �nal results
of the coloured CT point clouds. It can be seen that except the wired part coloured with the
information of its wrapping plastics, the CT point cloud is coloured with satisfying quality from
photogrammetric images.

Figure 5.10: CT coloured point cloud of the Golden Gnat.

A comparison of a zoomed local display of both the original photogrammetric point cloud
and the coloured CT point cloud is shown in Figure 5.11. According to the results above, it
could be concluded that the high precision geometry of the CT data and texture advantage of
photogrammetry data are integrated in the coloured CT point cloud.

(a) (b)

Figure 5.11: Result comparison of CT data coloring: (a) zoomed local display of CT coloured point
cloud; (b) zoomed local display of photogrammetric point cloud.

5.3 Virtual control points using geometric primitives

5.3.1 Related theory

5.3.1.1 Primitive �tting

The preliminary step of primitive �tting is a point cloud segmentation, which has not been
mentioned in other point cloud registration methods using geometric primitives. Furthermore,
for a watertight 3D model of a complex structured gyroscope object, the �tting process will
be in�uenced by the spatial distribution of the points. Therefore, it is of vital importance



Data Integration 79

to implement the point cloud segmentation into di�erent clusters before �tting the primitives.
Region growing is a conventional segmentation method, which could apply various information
such as normals or colors for the algorithm. The CT point cloud has high geometric accuracy
regarding the voxel positions as well as the normals. Therefore, a region growing algorithm
using the normals and curvatures works well in CT surface point cloud segmentation. As for
photogrammetry, the primitives generally di�er from each other in material and color. Hence
the color-based region growing segmentation is applied.
For each segmented cluster, parameterized geometric primitives are used to �t to the discrete
point cloud data. Like other �tting problems, various principles are available but mostly originate
from RANSAC (see Appendix A1). Due to the diversity of the point clouds, a simple threshold
de�nition is hardly to meet the requirements for a best primitive �tting problem. Maximum
Likelihood Consensus (MLESAC), which improves the RANSAC by optimizing the inlier scoring
rather than simply counting the inlier numbers, is adopted. The coe�cients of the most frequent
3D primitives are listed in Table 5.2.

Table 5.2: Coe�cients of 3D primitives

3D Primitives Point Vector Constant Angle

Cone Apex Axis Open angle
Plane Normal Distance
Sphere Center Radius
Cylinder Point on axis Axis Radius
3D Circle Center Normal Radius

5.3.1.2 Correspondence estimation

With good �tting results, these parameterized primitives can be used to directly or indirectly
obtain virtual control points. Because the �tting process is based on the RANSAC principle,
the virtual control points are the representations of the overall characteristics of the point cloud
clusters. Theoretically, they are more reliable than the manually selected control points or the
feature points calculated using the neighboring information from the incomplete point cloud.
After obtaining the virtual control points, their corresponding relationship needs to be solved.
In general, after obtaining the key points, the corresponding descriptor will be calculated for the
process of correspondence estimation. Global and local descriptors use global and neighborhood
point information respectively, but these are not applicable to calculate virtual points, due to
the fact that virtual points are mostly outside the point cloud. The information of geometric
primitives, which is used for virtual control point calculation, could be encoded. The virtual
control points could be obtained from the center of a sphere, the intersection of the cylinder axis
and the plane, or the intersection of three planes. [162] applied mainly the plane angle for the
condition of three planes intersection. If (a1, b1, c1) and (a2, b2, c2) stand for normal vectors of
two intersecting planes, the angle between can be expressed as (5.1),

α = arccos
a1 · a2 + b1 · b2 + c1 · c2√
a21 + b21 + c21 ·

√
a22 + b22 + c22

(5.1)

We denote planes that are related to the intersection point as target planes, which can be
ordered by the angles, and the rest non-target planes. Except the angles between target planes,
the angles between each target plane and all non-target planes could also be calculated. All
angle values are binned into a histogram. Similar to the idea of a Point Feature Histogram
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(PFH), the binning process divides the angles into certain subdivisions, and counts the number
of occurances in each subinterval. The advantage of the virtual control point descriptor is
that when the number of control points is relatively large, the computational e�ciency can be
signi�cantly improved. A similar process could also be applied to the cylinder axis and plane
intersection situation by replacing the plane angle to line-plane angle. An example is shown in
Figure 5.12.

Figure 5.12: Histogram of plane angles [187].

5.3.2 Experiments and results

The main experimental object for this study is a pneumatically driven directional gyro, manu-
factured by GM Corp in US, as shown in Figure 7.8. More information could be obtained from
Appendix B. The object is chosen due to its rich geometric primitives design while few evident
corner points within the rounded edges could be manually picked for CT and photogrammetry
point cloud registration. As for photogrammetric 3D reconstructions, Figure 5.13 shows the
camera poses represented by circular white rectangles via SfM and the watertight 3D surface
model from DIM and texturing procedure. CT is used to reconstruct internal structures of an

Figure 5.13: Photogrammetric 3D surface model of KK10-09.

object that is not visible from outside. Left image of Figure 5.14 shows the complete CT recon-
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structed 3D model visualized in VGStudio [169]. The right image of Figure 5.14 is the point
cloud of CT data by representing each voxel by the center point with its intensity value.

(a) (b)

Figure 5.14: 3D model of the object: (a) 3D volumetric model [47]; (b) point cloud @ Gasim Mammadov
.

5.3.2.1 Point clouds pre-processing

The transformation from CT volume data to point clouds is implemented according to the
introduction in section 4.2.2. Thereafter a CT surface extraction is necessary to provide the
similar information as given by the photogrammetric point cloud for registration. We apply a
ball query method for each point to extract the points with less neighbouring points within a
threshold range, which are interpreted as the points on the surface of the 3D CT model. An
alternative method �nding the convex hull could be found in 4.2.2.2. Figure 5.15 shows the
surface extraction result. In addition, by removing this shell of certain thickness will also avoid
the visualization ambiguity of the integrated model on the surface, which could be seen on the
integrated model of Golden Gnat from Figure 5.8.

Figure 5.15: Extracted surface @ Gasim Mam-
madov.

Figure 5.16: Segmentation result.

5.3.2.2 Point cloud segmentation and primitive �tting

After obtaining a CT surface and photogrammetric point cloud, the implementation of a di-
rect geometry primitive �tting may result in unsatisfying output, due to the highly complex
structure of gyroscopes. Therefore, a point cloud segmentation as shown in Figure 5.16 using
region growing methods based on di�erent principles is necessary to be conducted beforehand,
considering the di�erences of the sensors as well as the object structure characteristics.
A well-segmented point cloud contributes to an easier and more precise best-�t of geometric
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primitives based on RANSAC. The plane, as the most frequent geometric primitive within gyro-
scopes, is determined by the inliers, i.e. extracted co-planar points with a prede�ned threshold.
Figure 5.17 displays examples of plane and cylinder �tting. A control point could be determined
by the intersection of every three non-parallel parameterized planes. In addition, other best-�t
primitives such as spheres or 3D circles could provide their center points directly as control points.

(a)

(b)

Figure 5.17: Geometric primitive �tting of the object: (a) plane �tting; (b) cylinder �tting.

5.3.2.3 Point cloud registration

In the next step, two sets of points are obtained as control points for the estimation of the trans-
formation parameters as shown in Figure 5.18. For the di�erences between the two data-sets
as well as the primitive �tting procedures, the control points may be disordered and di�erent
in quantity. To determine the transformation, the control points together with their descriptors
as introduced in Section 5.3.1.2 are to be estimated for corresponding point pairs. The ob-
tained result is used for the transformation matrix calculation as initial registration for the later
re�nement by ICP and/or the Gauss-Helmert Model. With two transformation matrices, the
photogrammetry point cloud and the CT point cloud could be registered together. In our exper-
iment both re�nement methods delivered good registration results without too much di�erences.
Cross sections of the photogrammetry and CT models are displayed in Figure 5.19.

5.4 Concluding remarks

Though the method in Section 5.1 is easy to implement and has precision estimation, the manual
process of control points picking is much more complex than in 2D images, due to the lack of
color information for CT data and the in�uence of the unsharpness of the photogrammetry data.
In this case, increasing the number of the control points and considering the spatial distribution
of them could improve the precision of this method.

When CT surface representation shows good completeness and good overlap with the pho-
togrammetric point cloud, the registration could be further developed into a CT surface coloring
process with corresponding photogrammetric images. The main point of the method is that the
advantages of CT data's high geometric precision and photogrammetry data's color information
are combined together. Nevertheless, the experiment is implemented with some assumptions,
which can also be regarded as limitations of the methods such as the robustness of the CT data
threshold extraction .
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Figure 5.18: Virtual control points of photogrammetric model.

(a) Cross section 1 (b) Cross section 2

Figure 5.19: Cross sections of the integrated model.

To further increase the automation level of the data integration process, our method using
virtual control points which is independent from the accuracy of the local control points shows
good performance in practice. Speci�cally, the proposed work�ow has advantages in the following
aspects

� robustness against the noise of the point cloud;

� robustness against incomplete CT data due the low penetration of some materials;

� high e�ciency on condition of good primitive �tting results.

The proposed work�ow involves several steps to reach the �nal registration. However, each
single step could be improved, such as well-extracted CT surfaces, more robust point cloud
segmentation, more adaptive primitive �ttings regarding di�erent objects as well as �nding a
more e�cient descriptors for the virtual control points.
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Chapter 6

CSG Modeling

Among all the 3D sensors applied in our research, the results of photogrammetry and endoscopy
are point clouds or meshes, the CT outcome is a volumetric model. Although those dense discrete
representation could well recover the geometric information of the objects, all the data has too
big data volume, which lead to obvious disadvantages such as the long processing time, e�ciency
in real-time visualization for web-based applications or VR environment renderings. In addition,
the unstructured characteristic makes it di�cult for user interactions. Among many solutions
proposed, one common way in practice is to vectorize the data into CSG (constructive solid
geometry) model for a more e�cient handling of the visualization. In section 6.1, the manual
CSG modeling implementation and the semi-automatic modeling methods are introduced based
on point clouds via the RANSAC principle. Section 6.2 gives an overview of the application
with deep learning.

6.1 Manual and semi-automatic CSG modeling from point

cloud

6.1.1 Manual CSG modeling

6.1.1.1 Theory

Point clouds or structured models obtained through computer vision and photogrammetry or
other related methods, are used as references in the 3D modeling process using software such as
Autodesk 3ds Max, Maya etc,. The general work�ow is shown in Figure 6.1.

6.1.1.2 Experiments and results

The object BM0610, an accelerometer, serves as an example (see introduction in Appendix B),
which has advantages in processing arti�cial objects for CSG modeling due to the regular shape
design in many cases. Thus, default geometry primitives could be directly �tted into the point
clouds or through booling operation between diverse primitives. However, the �tting process is
challenging due to the fact that it involves an alignment of 3 axes between the reference point
cloud and the geometric primitives. An e�ective solution would be conducting cross-sections
of a well-positioned reference model for the 2D outlines from di�erent sections, which could be
seen from the left image of Figure 6.2. Subsequently, the 2D cuts were extruded into 3D shapes
according to their height as shown on the right image of Figure 6.2.

Di�erent components are then assembled with boolean operations within the program to
model the real geometric relationship of the object. After the CSG generation process, the
texture will be baked from the reference data for a photo-realistic model of the original object.
The assembled model and textured CSG model are shown in Figure 6.3
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Figure 6.1: 3D modeling work�ow.

(a)
(b)

Figure 6.2: An example (a) a cross section of the original model; (b) extrusion of the 2D cuts.

As the results, the animation or rendering in a VR environment could be implemented with
the generated 3D CSG model. An example of the cross section design is developed and on
display in Figure 6.4.

6.1.2 RANSAC-based CSG modeling

To realize the automatic CSG modeling from the 3D data, RANSAC (see Appendix A1) has been
the most widely used method for decades. In our case with the input of point clouds containing
rich geometric primitives, the minimal set is randomly selected for an initial estimation of the
parameters for the shape. All other points are tested with the estimated shape to �nd inliers,
the maximal of which will be the best �tted primitive. To achieve a satisfying results, the
related parameters should be �ne-tuned. Some examples could be found in Section 5.3.2.2. For
large datasets with various geometric primitives, the above process will be run iteratively. After
successful detection of one shape, the remaining points will repeat the step until no more shape
could be �tted. However, the uniform parameter setting is di�cult in the iterative process for
all shapes. In the work [139], the number of minimal datasets as well as the �tting quality
are solved. The minimal set is estimated adaptively according to the outlier ratio of the point
cloud and the probability of the �tting. In addition, the �tting quality is measured using a score
function based on the point number, the normal as well as the connectivity. Another widely
applied method is based on Hough transformation for both 2D and 3D applications. The main
idea is to transform the input from the Cartesian space to the Hough space, which is denoted
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(a) (b)

Figure 6.3: An example (a) 3D reconstructed model; (b) modeling of solid surfaces.

Figure 6.4: Virtual control points of photogrammetric model.

using polar coordinates. According to the transformed results, each cell will be voted for the
selection of the best �tted shape with the most votes.

6.2 Deep learning-based CSG modeling using point clouds

Deep learning has been becoming more and more popular in the application solving many
2D vision problems. With reference to 3D representations such as voxels, patches, implicit
representations, boxes or gaussians, the deep learning could also be used for di�erent purposes.
However, for the widely used 3D data types in reality, such as point clouds, the unstructured
nature as well as the few data-sets have signi�cantly limited the application of deep learning.
Some works transform the point cloud data into multiview images or volume data to avoid the
disadvantages, while this will also introduce new challenges. Nevertheless, related references,
especially concerning the CSG modeling are still boosting with an increasing number of methods
being proposed. For di�erent deep learning methods to solve the CSG modeling from 3D data,
table 6.1 summarizes regarding the important factors.

With a comprehensive review of the related works, it could be summarized as follows:

1. Training data source The training data are limited and some popular datasets frequently
used in the point cloud deep learning research such as ABC [82] and ShapeNet [30] are
mostly simple shapes such as chairs, tables and airplanes. In addition, manual created
CAD models rather than real scanning data are provided. Though the training of those
data could achieve promising results under certain conditions, it is impractical to apply
those deep learning methods with complex 3D models.

2. Input data for deep learning The input data for the deep learning methods contains
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Table 6.1: Summary of employed datasets

Input Supervision Data characteristics Primitive
type

Prediction Strengthens

[90] Point cloud Supervised ANSI Mechanical Com-
ponent dataset

plane,
sphere,
cylinder,
cone

CSG Model (1)direct application from point
cloud to CSG model; (2) test with
real scan data

[143] Depth image unsupervised furniture sphere,
cylinder,
cube

CSG Model (1) the input could be 2D
or 3D for generating the
shape;(2)recurrent neural network
parsing the shape in a top-down
manner

[168] volumetric
grid

unsupervised chair, airplane from
ShapeNet [30]

cuboids volumetric
primitives

data-driven 3D understanding
with cuboidal primitives;

[130] Point cloud unsupervised toy dataset generated
from OpenSCAD

box, sphere,
cylinder,
cone

CSG stump (1) interpretable, compact and ed-
itable nature of CSG-Stump, but
has no complex tree structure;
(2)simple and regular structure,
and constant dimensionality for
deep learning

[31] 643 volume unsupervised airplane,
car,chair,lamp,table

convex sets polygonal
meshes

BSP-Net uses few primitives
for reconstruction; (2)no convex
shape decompositions are needed
for training

[197] depth image supervised chair, table, nightstand
from ShapeNet [30]

cuboid shape primi-
tive

(1)models complex shapes with a
low parametric model; (2)Evalua-
tions on synthetic and real depth
map

[112] RGB image unsupervised chair, table, airplane
from ShapeNet [30]

cuboid 3D shape
structure

detailed recovery of diverse 3D
part structures from single-view
2Dimages

[143] 643 voxel
grid

supervised Synthetic 3D shape sphere,
cylinder,
cube

CSG shape (1)recurrent neural network pars-
ing the shape in a top-down man-
ner;(2)e�ective shape detection

[51] partial point
cloud

supervised shape collection with self-
de�ned template

box structural
template
and seman-
tic labels

automatic inferring of CSG pro-
grams from 2D and 3D shapes

[56] water tight
mesh

self-supervised airplanes, cars, and
chairs from ShapeNet [30]

implicit
shape

parameters
for shape
template

constructing a general shape para-
metric template that �ts any
shape

[121] point cloud supervised 40 man made object in-
cluding tables, chairs,
airplanes etc. from
ShapeNet [30]

- segmentation consuming point cloud with per-
mutation invariance for e�ective
classi�cation and segmentation

[35] single image self supervised man made objects convex poly-
topes

polygonal
mesh

(1) outperformance regarding
reconstruction; (2)direct down-
stream application of the result

[116] single image unsupervised humans and man made
objects

cuboids
and su-
perquadric
surfaces

primitive
and latent
hierarchical
structure

(1) structure prediction without
supervision; (2)variety of experi-
mental data

[79] CAD model unsupervised chair, desk, and lamps box and
sphere

CSG parse
trees

Boolean operation of CSG primi-
tives for meshes

[181] point cloud supervised unkown CAD model CAD com-
mand se-
quence

unknown

[144] point cloud supervised CAD models of mechani-
cal objects

parametric
surface
patches

(1)parameters
for the prim-
itive type

�tted parametric surfaces includ-
ing B-spline patches and geomet-
ric primitives; (2) rich class of
primitives

[96] point cloud supervised ABC and PartNet
dataset

- part bound-
aries

accurate localization boundaries
of semantic parts or geometric
primitives
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single images, multi-view images, voxels, meshes, CAD models as well as point clouds.
The works are dealing with single RGB images, range images or partial point clouds focus
more on the scene understanding rather than the precise 3D modeling due to the limited
information from the input. The methods using voxel based datasets have limitations
on both the training accuracy as well as consistency of the conventional data collection.
Though there are some references applying point clouds, they are mostly converted from
the CAD models instead of coming from the real scans, which indicates the gap between
the experimental data and the reality.

3. Tasks of deep learning Most of the references concentrate on the tasks such as classi-
�cation, segmentation, parsing or a rough �tting, which attach more importance to the
3D scene understanding instead of precise reconstruction. On the one hand, it is of vi-
tal importance to understand the 3D scenes more e�ectively rather than the complete
visualization. On the other hand, limited data sources for training and the complex char-
acteristics have limited more researches on the 3D data modeling using real scan point
clouds.

4. Prediction results of deep learning The prediction primitive results of reviewed studies
contain boxes, cuboids, gaussians, convex, implicit structures, meshes as well as the CSG
models. Besides, labels for the point cloud segment, boundaries of the point cloud part also
draw researchers' attention. In brief, di�erent 3D representations have di�erent advantages
for applications in reality.

Overall, the possibilities of collecting enough 3D data for training and the increase of the com-
putation power have enabled the deep learning algorithm development for di�erent 3D tasks.
However, limited works have been focusing on the CSG modeling from the point cloud data.
It is necessary to establish such benchmarks as well as to trigger more research enthusiasm of
converting real 3D data into CSG models for wider application in the metaverse.

6.3 Concluding remarks

For the purpose of CSG modeling from point cloud data, manual and semi-automatic method
based on RANSAC have been conducted and experimented with the gyroscopes. For manual
CSG modeling, various software could be applied for the primitive �tting process and for the
texture rendering. As for the missing information from the original input point cloud, symmetric
characteristics or other empirical knowledge could be applied for a complete modeling. In
addition, physical attributions and animations are possible to be added to the �nal CSG model.
However, the process is expertise demanding and could be very time consuming by fully manual
operations. Therefore, the parameterized primitives could be de�ned and �tted to the point
cloud data with the distance as the cost function, which is minimized in the process for a
best �t. To achieve a satisfying �tting result, this semi-automatic method needs the input of
appropriate parameters regarding the primitives. The manual and semi-automatic method could
be applied in practice for a precise CSG modeling with the 3D data of the reality.

There is an evident increase of the interests in point cloud oriented deep learning methods
for the purpose of segmentation, classi�cation and abstraction etc,. For the understanding of
the 3D data, many works have already shown great potential in di�erent application scenarios.
However, for a precise CSG modeling of the objects in reality with certain complexity, deep
learning based algorithm could play an assisting role for the acceleration of the process instead
of completely substituting the work�ow introduced in Section 6.1.
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Chapter 7

Discussion and Conclusion

7.1 Contributions

The thesis discusses the possibility of applying three di�erent methods, photogrammetry, en-
doscopy, and CT for the 3D digitization of gyroscopes, which is quite di�erent from the previous
virtual museum-related research projects using mainly photogrammetry and laser scanning and
concentrating on cultural relics in the common sense. In addition, the main goal of reconstruc-
tion was the geometric restoration of the outer surfaces of an object. Our research has made
breakthroughs in the above three aspects and is an innovative representation of this type of
research. Regarding the objects and technical methods involved in our application we could
provide the following contributions: (1) It is a pioneering work on the three-dimensional digiti-
zation of industrial cultural relics, which enriches the context. (2) Pre-calibration of the sensors
for 3D digitization using di�erent calibration models for comparison as well as analyzing the sta-
bility and reliability quantitatively. (3) Industrial endoscopes were introduced, and low-quality
photo pre-processing and 3D reconstructions obtained by special sensors were accomplished. (4)
We introduced CT as a sensor for internal information acquisition, and analyzed the advantages
and characteristics of CT data to realize the integration with other data. (5) We explored the
possibility of di�erent point cloud vectorization, practiced manual and RANSAC based methods
as well as provided a comprehensive review of the application of deep learning.

7.2 Discussions

Concerning the contributions of this work, the points that are necessary to be discussed are
listed below:

� The research of camera calibration quantitatively analyzes the stability and reliability of
commonly used calibration methods, and provides good guidance for practice, but lacks
automation and a more user-friendly design. In the research of endoscopic correction we
studied, how to obtain high-quality and good-con�guration photos, so that the model
comparison could �nally be applied;

� In terms of the 3D reconstruction using an endoscope, due to the small diameter, it has
brought great di�culties to the relevant reconstruction work. An endoscope with a more
suitable diameter should be used, considering the size of the accessible cavity and the
endoscope. At the same time, more reasonable photographing schemes should be explored
to better integrate with other data;

� In terms of 3D data fusion, the coloring process of the CT surface point cloud combines the
advantages of photogrammetry and CT data to overcome missing material information.
The problem has not yet been fully explored by our research. The method of virtual
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control points has a certain dependence on the quality of geometric feature extraction.
This process has not yet been fully automated to obtain high-precision results, and the
descriptors of control points should be further studied to achieve a more e�cient matching
process.

7.3 Future work

Based on this research, future work should have the following work directions: (1) Improving the
process of endoscopy three-dimensional reconstruction, and trying to apply the corresponding
photogrammetry or CT data assistance. (2) In addition to data fusion, further explorations can
be made. The characteristics of the object itself are rich geometric features. A more robust
and automated, high-precision fusion scheme is carried out through the application of features
and the analysis of the characteristics of di�erent sensor data. Therefore we should search for
a more automated integrated data fusion scheme. (3) In the data application room, di�erent
principles can be compared. RANSAC and deep learning methods should be tested on our data,
while considering the characteristics of the three-dimensional gyroscope data. On the basis of
extraction, explore the automatic extraction of combined shapes, apply deep learning methods
for CSG modeling, and expand the application of related data in the VR/AR �eld.
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Appendix

Appendix A: Theory for 3D Reconstruction and Data

Registration

A1: Random sample consensus

The Random sample consensus (RANSAC) is an iterative process estimating the mathematical
model from the given data which contains outliers. The algorithm is working under the assump-
tion, that the data consist of inliers, which matches well with the mathematical model, and
outliers. If the outliers are too few, the problem is degraded to a least-squares problem. The
process of RANSAC could be summarized below,

1. A sample subset consists of minimum data from the given dataset is randomly selected;

2. Parameters of the model �tted by the subset are calculated;

3. Inliers of the �tted model among the entire dataset are checked according to a speci�c loss
function;

4. The estimated model with su�cient inliers is classi�ed into consensus set;

5. The �nal model is obtained by optimization with all consensus sets.

For the implementation in practice, parameters such as the number of iterations, the thresh-
old for the inlier as well as the number of inliers to de�ne a consensus set are necessary and have
to be de�ned beforehand. Suppose the probability of the inlier within the entire dataset is w to
be determined by the number of inliers ninlierand outliers noutlier as (7.1), and k is the number
of random selection, minimum points for �tting the model is n, then the desired probability of
RANSAC could be denoted as (7.2).

w =
ninlier

ninlier + noutlier
(7.1)

p = 1− (1− wn)k (7.2)

This could lead to the the determination of k (7.3).

k =
log(1− p)

log(1− wn)
(7.3)

The RANSAC algorithm has the advantage of robustness in estimation the parameters for
the model even if a certain number of outliers exists. However, if there is limitation on the
iterations or too small inlier ratios, the algorithm is likely to provide unsatisfying results.
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A2: Collinearity equation

The collinearity equation is the formulation relating 2D points on the image plane to 3D points
in the space via extrinsic and intrinsic parameters in the photogrammetry and computer vision
�eld. As shown in Figure 7.1, XY Z and xyz de�nes the object and camera coordinate system
respectively, uvw is a transition coordinate system between XY Z and xyz and has the same
origin as xyz and same orientation as XY Z, point A(Xa, Ya, Za) is in object coordinate system,
a(x, y) is the associated image point, C(Xc, Yc, Zc) is the optic center in object coordinate
system.

Figure 7.1: Illustration of collinearity equations.

According to the rule of central projection, point C(Xc, Yc, Zc), point a(x, y) and point
A(Xa, Ya, Za) should be collinear, which leads to (7.4), where m is the scale factor.

−→
CA = m ∗

−→
Co (7.4)

Point a(x, y) could be transformed into the camera coordinate system as a2(x−x0, y−y0,−f),
where x0, y0 are coordinates of the principle point and f is the focal length. For the further
formulation, an image point is necessary to be transformed from the camera coordinate system
to the transition coordinate system uvw via a rotation matrix R consisting of rij (i and j from
1 to 3). In addition, the collinear relation could be written as (7.5) .Xa

Ya
Za

 =

Xc

Yc
Zc

+m

r11 r12 r13
r21 r22 r23
r31 r32 r33

x− x0y − y0
−f

 (7.5)

The equation could be further written into (7.6) by inverting the rotation matrix and sepa-
rating the known image coordinates.

x− x0y − y0
−f

 =
1

m

r11 r21 r31
r12 r22 r32
r13 r23 r33

Xa −Xc

Ya − Yc
Za − Zc

 (7.6)

By dividing the �rst and second row by the third row of the above equation, the scale factor m
could be eleminated and the collinearity equation could be derived as (7.7).
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x = x0 − f ·
r11 · (Xa −Xc) + r21 · (Ya − Yc) + r31 · (Za − Zc)

r13 · (Xa −Xc) + r23 · (Ya − Yc) + r33 · (Za − Zc)

y = y0 − f ·
r12 · (Xa −Xc) + r22 · (Ya − Yc) + r32 · (Za − Zc)

r13 · (Xa −Xc) + r23 · (Ya − Yc) + r33 · (Za − Zc)

(7.7)

A3: Mathematical self-calibration models

Except the classical physical camera calibration model, early works such as [38, 60] proposed
mathematical models using orthogonal polynomials of second and fourth order. However, these
references have insu�cient consideration on the aspects of overparameterization, correlations
and math foundations. In the work [159], the rationality of using algebraic polynomials for
modeling the camera distortion has been rigorously proven by the Weierstrass theory and the
Fourier theorem. In addition, two groups of mathematical self-calibration models have been
built based on the function approximation problem.

Legendre self-calibration model

As the optimal approximation in the least-squares sense, the Legendre polynomial could be used
for the camera distortion modeling. The polynomials are de�ned as (7.8):

|Lm(x)| ≤ 1,−1 ≤ x ≤ 1∫ 1

−1
Lm(x)Ln(x)dx =

{
0,m 6= n.

1,m = n

(7.8)

When apply the Legendre polynomial for the image coordinates, if 2bx and 2by denote the width
and length of the image frame, the polynomial could be scaled by (7.9). The �rst few terms are
in (7.10).

lm(x, bx) = Lm(x/bx), ln(y, by) = Ln(y/by) (7.9)

l0 = 1

l1 = x/bx

l2 = [(x/bx)2 − 1]/2

l3 = [5(x/bx)3 − 3(x/bx)]/2

l4 = [35(x/bx)4 − 30(x/bx)2 + 3]/8

l5 = [63(x/bx)5 − 70(x/bx)3 + 15(x/bx)]/8

l6 = [231(x/bx)6 − 315(x/bx)4 + 105(x/bx)2 − 5]/16

(7.10)

where x and y are the corrected coordinates of image measurements and Lm and Ln are univariate
Legendre polynomials.
In 2D image frame, the bivariate Othogonal Polynomial (OP) could be derived as (7.11)

pm,n , 10−6fm,n(x, y; bx, by) = lm(x, bx)ln(y, by) (7.11)

The foundation of applying bivariate OP for camera distortion modeling is indicated in 7.12,
which indicates that pm,n is orthogonal over the image frame.∫ by

−by

∫ bx

−bx
pm,n(x, y)pi,j(x, y)dxdy = 0, if m 6= i or n 6= j. (7.12)

The distortion could be approximated by the continuous bivariate OPs with certain degrees.
Additionally, some highly correlated terms are to be eliminated to ensure the calibration quality
using a Legendre self-calibration model.
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Fourier self-calibration model

According to the Fourier theorem, another optimal function approximation is the Fourier self-
calibration model with two variables de�ned in [−π, π]× [−π, π] as indicated in (7.13).

u = xπ/bx, v = yπ/by, u, v ∈ [−π, π]

cm,n , 10−6 cos (mu+ nv), sm,n , 10−6 sin (mu+ nv)
(7.13)

where x and y are image pixel coordinates, bx and by are width and height of the image
frame, 10−6 is added for numerical stability.

The general form is given as (7.14).

∆x =

M∑
m=1

N∑
n=−N

(am,ncm,n + bm,nsm,n) +
∑
n=1

N(a0,nc0,n + b0,ns0,n)

∆y =
M∑

m=1

N∑
n=−N

(a′m,ncm,n + b′m,nsm,n) +
∑
n=1

Na′0,nc0,n + b′0,ns0,n)

(7.14)

The coe�cients am,n, bm,n, a′m,n, b
′
m,n are to be determined during the camera calibration

process. According to the distortion of the lens, di�erent orders with di�erent numbers of addi-
tional parameters are applied for appropriate modeling. If the degrees are M and N respectively,
the number of additional parameters for the Fourier self-calibration nAP is (7.15).

nAP = 4(2MN +M +N) (7.15)

A4: Dense image matching

For dense image matching, the strategies are classi�ed into global and local methods. The widely
used semi-global matching algorithm combines the advantage of both ideas in the following four
main steps.

Pixelwise matching cost calculation

The process searches for the identical point on two overlapped images with known epipolar
geometry. The core idea of the method is minimizing a smart approximation of a global cost
function, which represents the goodness of the alignment of all pixels across two views. As
for global cost function, in comparison with the matching process using absolute di�erences,
normalized cross-correlation etc. the mutual information has the advantage concerning the
robustness of illumination and noise. When using mutual information for pixelwise matching
cost calculation, the entropy of the image is to be de�ned as (7.16).

MII1,I2 = HI1 +HI2 −HI1,I2 (7.16)

where the entropies are calculated from the probability distributions of intensities of the associ-
ated images as (7.17).

HI1 = −
∫ 1

0
PI(i) logPI(i)di

HI1,I2 = −
∫ 1

0

∫ 1

0
PI1,I2 logPI1,I2(i1, i2)di1di2

(7.17)

The joint entropy in (7.17) working for the whole image could be transformed into a sum
over pixels using a Taylor expansion in (7.18).

HI1,I2 =
1

n

∑
p

hI1,I2(I1p, I2p) (7.18)
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To take the pixel occlusions into consideration, the entropy could also be calculated analog to
the joint entropy in (7.19).

HI =
∑
p

hI(Ip)

hI(i) = − 1

n
log(Pi ⊗ gi)⊗ gi

(7.19)

Then the mutual information cost is de�ned in (7.20).

MII1,I2 = miI1,I2(I1p, I2p)

miI1,I2(i, k) = hI1(i) + hI2(k)− hI1,I2(i, k)
(7.20)

For the pixel p, if the disparity is d, the corresponding cost is de�ned by (7.21).

CMI(p, d) = −miIb,fD(Im)(Ibp, Imq)

q = ebm(p, d)
(7.21)

For the goal of calculating the disparity image, it is needed as input for the mutual information
determination. The problem could be solved by an iterative process or a hierarchical calculation.
The output of this step is a disparity space image which stores the matching cost considering
the local information.

Aggregation of costs

The second step optimizes the disparity image globally to improve the instability of the pixel-
wise matching using additional constraints supporting the smoothness of it. The energy with
smoothness constraints to be minimized is de�ned in (7.22).

E(D) =
∑
p

(C(p, Dp)) +
∑
q∈Nq

P1T [|Dp −Dq| = 1] +
∑
q∈Nq

P2T [|Dp −Dq| > 1] (7.22)

where the �rst term is the sum of MI cost, the second and third terms add constraints for pixels
for which the disparity changes with di�erent penalty.
Due to the di�culty of solving such a NP-complete problem, the minimization along individual
image rows in 1D could be performed. Moreover, to avoid big di�erences of constraints between
di�erent directions, the matching costs in 1D from all directions are aggregated. The cost Lr is
derived in (7.23) with the consideration of avoiding too big cost values.

Lr(p, d) =C(p, d) +min(Lr(p− r, d), Lr(p− r, d− 1) + P1, Lr(p− r, d+ 1) + P1,

min
i
Lr(p− r, i) + P2)−min

k
Lr(p− r, k)

(7.23)

For the �nal cost for the pixel p, the cost that choose the disparity d is indicated in 7.24.

S(p, d) =
∑
r

Lr(p, d) (7.24)

Disparity calculation

After the aggregation of the costs, the optimal disparity of each pixel is determined. Normally,
the smallest cost value is regarded to be optimal. Since there are still occlusions and false
matches in the disparity image Db and Dm corresponding to the base image and the matched
image respectively, a consistency check is necessary to be implemented for a reliable disparity
computation.
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Disparity re�nement

Phenomenons such as low texture, re�ections, noise etc. may bring outliers in the results of
calculated disparities. In the last step of stereo matching, normally a disparity re�nement is
implemented by intensity consistent disparity checks, discontinuity preserving interpolating etc.

A5: Gauss-Helmert Model

For 3D registrations, a 7 parameter transformation is formulated as 7.25.

X = X0 + µRx (7.25)

whereX the (3∗1)u vector of world coordinates of u control points, X0 the (3∗1)u vector of the
3 translation parameters (X0, Y0, Z0), µ is the scale, R the (3 ∗ 3)u rotation matrix depending
on the unknown rotation angles α, β, γ and x the (3 ∗ 1)u vector of the local u control point
coordinates. This non-linear transformation is lineralized considering only di�erential changes
in the three translations, the rotations and the scale, and therefore replacing 7.25 by 7.26 as
follows.

dx = Sdt (7.26)

S is the (3 ∗ 7)u similarity matrix resulting from the linearization process of 7.25, given as 7.27.

S =

 1 0 0
0 1 0
0 0 1

0 −z y
z 0 −x
−y x 0

x
y
z

 (7.27)

where dt′ =
[
dx, dy, dz, dα, dβ, dγ, dµ

]
representing the seven unknown registration parameters.

If no scale adjustment is necessary, we set µ = 1. In order to estimate also the precision of the
datum transform, the transformation is embedded in a least-squares Gauss-Helmert model for
u ≥ 3 and B := S leading to 7.28.

1storder : Av +Bx+w = 0; 2ndorder : D(v) = D(I) = σ2P−1 (7.28)

Solving
∥∥v∥∥2 = min subject to Av+Bx+w = 0 the corresponding normal equation system

is obtained as 7.29. [
AP−1A′

B′

]
λ̂+

[
B
0

]
x̂+

[
w
0

]
= 0 (7.29)

Resolving 7.29 wrt λ̂ we obtain 7.31.

λ̂ = −(AP−1A′)−1(Bx̂+w) (7.30)

and resubstitute it again we obtain 7.31

−B′(AP−1A′)−1(Bx̂+w) = 0

−B′(AP−1A′)−1Bx̂−B′(AP−1A′)−1w = 0

−B′(AP−1A′)−1Bx̂ = B′(AP−1A′)−1w

x̂ = −(B′ ˜P−1B)−1B′ ˜P−1w

(7.31)

mit P̃ = AP−1A′ The error propagation problem of any precision parameters is solved by the
well-known law of error propagation (of statistical inference). For the (3∗1)u vector of residuals
as given in 7.32.

v̂ = P−1A′λ̂→ D(v̂ = P−1A′D(λ̂)AP−1) (7.32)
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and for the vector of the estimated unknown datum parameters 7.33.

x̂ = −(B′ ˜P−1B)−1B′ ˜P−1w → D(x̂)) = (B′ ˜P−1B)−1B′ ˜P−1D(w) ˜P−1B(B′P̃−1B)−1

(7.33)
with D(w) = σ2AP−1A′ and substituted in 7.33 the precision of the datum transformation
parameter we obtain 7.34.

D(x̂) = σ2[B′(AP−1A′)−1B]−1 (7.34)

A6: Gauss-Markov Model

The relationship between observations and true values in a statistical sense is shown in (7.35).

E(x̂) = x (7.35)

This proof is given by a simple de�nition of the Gauss-Markov model for estimating unknown
parameters in a least-squares parameter estimation process. Let be given the linear model in
(7.36).

1st order : E(l) = Ax; 2nd order : D(l) = σ2I (7.36)

l+ v = Ax; D(l) = σ2I (7.37)

which could be derived from 7.38.

E(l+ v) = E(Ax) = AE(x) = Ax (7.38)

with E(l) + E(v) = Ax if and only if E(v) = 0. The parameter estimation of
∥∥v2∥∥ = min

�nally leads to 7.39 and 7.40.
x̂ = (A′A)−1A′l (7.39)

E(x̂) = E((A′A)−1A′l) = (A′A)−1A′E(l) = (A′A)−1A′Ax = x (7.40)
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Appendix B: 3D Digital Twins of Gyros

The Machine of Bohnenberger

The very �rst gyroscope, called the Machine of Bohnenberger, was invented by the astronomer,
mathematician and physicist Johann Gottlieb Friedrich Bohnenberger (1765-1831) at the Uni-
versity of Tuebingen in 1810. It was initially introduced as a tool assisting the teaching during
the lectures in astronomy. A systematic and complete description and the use of the instrument
could be found in [18]. According to the content in this work, in 2004 and 2010, original copies
were discovered respectively. The year of construction is between 1810 and 1836 with brass, ivory
and wood as the main materials. The related pictures are shown in Figure 7.2. And Table 7.1
gives additional data regarding the outlook. This very initial work has inspired and contributed
greatly to the development of the gyroscope technology such as laser gyros, �ber-optical gyros
as well as the widely applied MEMS gyroscopes of today.

(a) (b) (c)

Figure 7.2: The very �rst gyroscope of 1810�the Machine of Bohnenberger, Tuebingen, Germany: (a)
original drawing; (b) photo @ J.F. Wagner ; and (c) 2.5D digital twin by CV/photogrammetry.

Table 7.1: Dimensional information for the Machine of Bohnenberger

Parameter Value
Height (mm) 155
Width (mm) 86
Length (mm) 86

Sphere Diameter (mm) 44
Weight (kg) 0.289

Golden Gnat WK10-10

Golden Gnat is a miniature rate gyro and mostly part of guidance and control systems, installed
in INSs, missiles and radar systems during the cold-war era. Currently the object with the
inventory number WK10-10 is possessed by the Chair of Flight Measuring Technology, University
of Stuttgart. It is a �oated, single-axis gyroscope, which is driven by a hysteresis motor that
turns the rotor (the gyro part of the gyroscope) with 24,000 rpm (rotations per minute) and
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senses angular velocities from around 0.01°/sec. to 50°/sec. This device was manufactured by the
American company Honeywell International Incorporation in November 1962. More dimensional
information could be found in Table 7.2.

(a) (b)

Figure 7.3: Golden Gnat: (a) general view; (b) front view of the Golden Gnat turning top .

Table 7.2: Dimensional information for the Golden Gnat

Parameter Value
Height (mm) 31
Width (mm) 31
Length (mm) 143
Weight (kg) 0.15

LN3-G200

The object named LN3-G200 gyro as left image of the Figure 7.4 in the Gyrolog collection
was part of an inertial platform, the so-called LN3, manufactured by Litton Technische Werke,
Freiburg (Litef). The manufacture year of the object is deduced before September of 1968.
The German part of the American company was founded for the purpose of producing the LN3
platform for the Lockheed F104G Star�ghter, purchased by the German government during the
Cold War period. The object is owned by the Chair of Flight Measuring Technology, University
of Stuttgart. Other similar objects within the collection are LK06-17 and DM-LN3. The right
image of the Figure 7.4 is the special transportation box for LN3-G200. More dimensional
informations are presented in Table 7.3.

Table 7.3: Dimensional information for the Gyro G200 of the LN3 Inertial Platform

Parameter Value
Height (mm) 80
Width (mm) 99
Length (mm) 100
Weight (kg) 0.95



112 Appendix

(a)
(b)

Figure 7.4: The Gyro G200 of the LN3 Inertial Platform: (a) Gyro G200; (b) G200 transportation box.

BM06-10

BM06-10 is an accelerometer manufactured by Honeywell International Inc in the year 1965. It
is identical to the accelerometers BM01-09 and BM02-09 except that a sectional model was made
from it for the purpose of illustration. The object is owned by the Chair of Flight Measuring
Technology, University of Stuttgart. For the purpose of 3D reconstruction, the transparent
bounding box was taken o� for image acquisition. Images and more dimensional informations
could be found in Figure 7.5 and Table 7.4.

(a) (b)

Figure 7.5: Accelerometer BM06-10: (a) general view; (b) side view of the accelerometer.

Table 7.4: Dimensional information for the accelerometer BM06-10

Parameter Value
Height (mm) 58
Width (mm) 82
Length (mm) 249
Weight (kg) 0.40
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KK13-09

This is a directional gyroscope S.F.I.M by BEZU, France. The object is owned by the Chair of
Flight Measuring Technology, University of Stuttgart. Within the collection, KK03-09 is of the
same type as KK13-09.

(a) (b)

Figure 7.6: Directional gyro KK13-09: (a) general view; (b) side view without the caging device.

Table 7.5: Dimensional information for the directional gyro KK13-09

Parameter Value
Height (mm) 114
Width (mm) 120
Length (mm) 213
Weight (kg) 2.15

KK01-09

This object is a directional gyro AN5731-1 with the inventory number KK01-09, which was
manufactured during the Second World War. Currently, the object is owned by the Chair
of Flight Measuring Technology, University of Stuttgart. Within the collection, other similar
gyroscopes of the same type are KK06-09, KK07-09, KK08-09, KK10-09, KK11-09, KK26-10 .

(a)
(b)

Figure 7.7: Directional gyro KK01-09: (a) general view; (b) back view.
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Table 7.6: Dimensional information for the directional gyro KK01-09

Parameter Value
Height (mm) 126
Width (mm) 115
Length (mm) 180
Weight (kg) 1.70

KK10-09

This directional gyro is a device that was produced by Ternstedt Manufacturing Div, GM Corp,
Detroit, USA, and was installed in a large number of American aircrafts during the Second World
War. It was found in many aircraft models such as P40, P51, B17, B24, B25, A26. Compared
with this gyro, the other gyros that have the number AN5731-1, have been produced from other
companies, but they are all identical because they were built under license from Sperry. This
same design is due to the Second World War, in which the device was installed as standard
in a large number of aircraft, - this device is operated pneumatically. Therefore it could not
be checked for its functionality. However, it should be functional as soon as compressed air is
connected. The object is owned by the Chair of Flight Measuring Technology, University of
Stuttgart. Pictures and more dimensional information could be referred to Figure 7.8 and Table
7.7 respectively.

(a) (b)

Figure 7.8: Pneumatically driven direction gyro: (a) general view; (b) side view of the course gyro.

Table 7.7: Dimensional information for course gyro KK10-09

Parameter Value
Height (mm) 150
Width (mm) 129
Length (mm) 230
Weight (kg) 2.25

KK12-09

The object is an electrical directional gyro, which was produced by Siemens-LGW, Berlin, Ger-
many. Currently, the object is owned by the Chair of Flight Measuring Technology, University
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of Stuttgart. Within the collection, other similar gyroscopes of the same type are KK02-09,
KK09-09, KK22-09.

(a) (b)

Figure 7.9: Directional gyro KK12-09: (a) general view; (b) back view.

Table 7.8: Dimensional information for the directional gyro KK12-09

Parameter Value
Height (mm) 158
Width (mm) 135
Length (mm) 215
Weight (kg) 2.80

KR04-17

This object is a rotor component of the gyroscopic instrument such as the object KK12-09.
Currently, the object is owned by the Chair of Flight Measuring Technology, University of
Stuttgart. Within the collection, KR05-17 is of the same type as KR04-17.

(a) (b)

Figure 7.10: Gyroscopic rotor KR04-17: (a) general view; (b) side view.

MFK01-09

The inventory number MFK is the abbreviation for magnetic and long-range compasses. This
object is produced by Bendix. This compass is a device that is used in American aircrafts during
World War II. However, it could only be veri�ed for the P40 Kittyhawk.
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Table 7.9: Dimensional information for the gyroscopic rotor KR04-17

Parameter Value
Height (mm) 58

Diameter (mm) 58
Weight (kg) 0.30

(a) (b)

Figure 7.11: Magnetic and long-range compasses MFK01-09: (a) general view; (b) side view.

Table 7.10: Dimensional information for the magnetic and long-range compasses MFK01-09

Parameter Value
Height (mm) 100
Width (mm) 98
Length (mm) 131
Weight (kg) 0.80

KH09-09

These devices were a gift from Prof. H. de Mares for the assistance of the Stuttgart Institute
in the development of systems for measuring equilibrium tests on a rowing boat. The SYP820
platform system was produced before the September of 1988 and was used in the Fiat G91 jet.

(a) (b)

Figure 7.12: Operator unit KH09-09: (a) general view; (b) side view.
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Table 7.11: Dimensional information for the Operator unit KH09-09

Parameter Value
Height (mm) 44
Width (mm) 145
Length (mm) 148
Weight (kg) 0.55
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