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Abstract

Satellite gravimetry provides essential insight into Earth’s mass change phenomena
and is used in a wide range of applications. However, users and the scientific com-
munity need gravimetry data with improved spatio-temporal resolution. Therefore,
new instruments and measurement concepts are investigated in this thesis.

Accelerometers (ACCs) are one of the key sensors in spaceborne gravimetry. De-
pending on the measurement principle, they can sense either the non-gravitational
forces or gravity gradients. So far only electrostatic ACCs with increasing noise in
the low-frequency domain were utilized in satellite gravimetry missions, restricting
their performance. On the other hand, the LISA-Pathfinder mission demonstrated
promising results by utilizing a Gravitational Reference Sensor (GRS) – an optical
ACC. The test mass displacement in the LISA-Pathfinder GRS is measured by laser
interferometry instead of capacitive sensing as in electrostatic sensor.

This study investigates how the gravity field measurements from space can be im-
proved when applying advanced sensors and observation concepts. This disserta-
tion focuses on multiple aspects: 1) Performance evaluation of a modeled wireless
Simplified-GRS (SGRS) – an optical ACC, with the parameters based on the LISA-
Pathfinder GRS, in spaceborne gravimetry at Low Earth Orbits. 2) Recovering of
gravity field models, obtained from different sensors, e.g., Cold Atom Interferometry
(CAI), electrostatic, hybrid in low-low Satellite-to-Satellite Tracking (ll-SST) and
cross-track gradiometry and comparison w.r.t. each other. 3) Evaluation of different
satellite formations that may be applied in subsequent missions. For these purposes,
closed-loop simulation procedures were developed and applied in various studies,
considering detailed orbital simulations, inertial sensor modeling and Gravity Field
Recovery (GFR).

The noise budget of the modeled SGRS optical ACC, including various error sources,
achieves ∼3× 10−12 (m/s2)/

√
Hz level of accuracy at 1mHz. GFR simulations show

that a combination of this modeled SGRS with the level of accuracy of the inter-
satellite Laser Ranging Instrument anticipated for 2033, outperforms other instru-
ment configurations, reduces the spatial residuals down to ±5mm Equivalent Water
Height (EWH) and shows a significant reduction of the North-South striping arti-
facts. Novel triple satellite formations demonstrate reducing of the residuals down to
±2.5mm EWH. However, these formations present challenges, such as high relative
range rates between the satellites in cross-track direction, which requires advance-
ments in current Laser Ranging Interferometer (LRI) systems.

Also, other types of simulations, e.g. cross-track gradiometry, satellites with modi-
fied shapes, double-pair Bender constellation, etc. are evaluated in terms of GFR.
Technical aspects, such as high-pass filtering for minimizing the impact of the low-
frequency components in the modeled SGRS sensor is being discussed. Furthermore,
the effect of the common mode gain uncertainty in the gradiometry use case and the
scale factor for residual drag in ll-SST configuration are also investigated.

Keywords: Future gravimetry missions, ll-SST, Satellite Gradiometry, Optical ac-
celerometry, Cold Atom Interferometry, Novel inertial sensors, Triple satellite forma-
tions
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Zusammenfassung

Die Satellitengravimetrie liefert wesentliche Einblicke in die Phänomene der Mas-
senveränderung auf der Erde. Die Anwender und die wissenschaftliche Community
benötigen jedoch Gravimetriedaten mit verbesserter räumlicher und zeitlicher Auflö-
sung. Daher werden in dieser Arbeit neue Instrumente und Messkonzepte untersucht.

Beschleunigungsmesser (ACCs) gehören zu den wichtigsten Sensoren in der welt-
raumgestützten Gravimetrie. Bisher wurden in der Satellitengravimetrie nur elek-
trostatische ACCs mit ansteigendem Rauschen im Niederfrequenzbereich eingesetzt,
was ihre Leistungsfähigkeit einschränkt. Andererseits hat die LISA-Pathfinder- Missi-
on vielversprechende Ergebnisse durch den Einsatz eines Gravitationsreferenzsensors
(GRS) - eines optischen ACC - gezeigt. Beim GRS wird die Verschiebung der Test-
masse durch Laserinterferometrie anstelle von kapazitiven Sensoren gemessen.

In dieser Studie wird untersucht, wie die Schwerefeldmessungen aus dem Weltraum
durch den Einsatz moderner Sensoren und Beobachtungskonzepte verbessert werden
können. Die Dissertation befasst sich mit mehreren Aspekten: 1) Der Leistungsbe-
wertung eines modellierten drahtlosen vereinfachten GRS (SGRS) - eines optischen
ACC, dessen Parameter auf dem Lisa-Pathfinder GRS basieren - für die weltraum-
gestützte Gravimetrie in erdnahen Umlaufbahnen. 2) Gewinnung von Schwerefeld-
modellen, die von verschiedenen Sensoren, z.B. Kaltatominterferometrie (CAI), elek-
trostatischen, hybriden in ll-SST und Cross-Track-Gradiometrie, gewonnen wurden,
und deren Vergleich untereinander. 3) Außerdem werden verschiedene Satellitenfor-
mationen bewertet, die bei späteren Missionen eingesetzt werden können. Für diese
Zwecke wurde ein Closed-loop Simulationsverfahren entwickelt und angewendet.

Das Rauschbudget des modellierten SGRS optischen ACC, einschließlich verschiede-
ner Fehlerquellen, erreicht ∼3 × 10−12 (m/s2)/

√
Hz Genauigkeitsniveau bei 1mHz.

Durchgeführte Schwerefeldsimulationen zeigen, dass eine Kombination dieses model-
lierten SGRS mit dem für 2033 erwarteten Genauigkeitsniveau des Inter-Satellite La-
ser Ranging Instruments andere Instrumentenkonfigurationen übertreffen, die räum-
lichen Residuen auf ±5mm EWH reduziere und eine signifikante Reduzierung der
in Nord-Süd Richtung verlaufenden Streifen-Effekte zeige. Die untersuchten neu-
en Dreifach-Satellitenformationen zeigen eine Reduzierung der Residuen auf bis zu
±2.5mm EWH. Diese Formationen bringen jedoch Herausforderungen mit sich, wie
z. B. hohe Relativgeschwindigkeit zwischen den Satelliten in Querrichtung, die eine
Weiterentwicklung der derzeitigen LRI-Systeme erfordern.

Auch andere Arten von Simulationen, z. B. Cross-Track-Gradiometrie, Satelliten
mit modifizierten Formen usw. wurden im Hinblick auf die Schwerefeldberechnung
bewertet. Technische Aspekte, wie z.B. Hochpassfilterung zur Minimierung des Ein-
flusses der niederfrequenten Komponente im modellierten SGRS-Sensor, werden dis-
kutiert. Weiterhin wurde im Fall der Gradiometrie der Effekt der Common Mode
Reduktion untersucht, und für die ll-SST-Konfiguration der Skalierungsfaktor für
den Restwiderstand.

Schlagwörter: Zukünftige Schwerefeldmissionen, ll-SST, Satellitengradiometrie, Op-
tische Beschleunigungsmessung, Kaltatominterferometrie, Neuartige Trägheitssenso-
ren, Drei-Satelliten-Formationen
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1 Introduction

1.1 Relevance of the Research

In the beginning of the 21st century, spaceborne gravimetry has become a ded-
icated discipline providing valuable data about the Earth system and related
processes. Satellite gravimetry has been realised by three past missions: Chal-
lenging Minisatellite Payload (CHAMP) (Torge et al., 2023), Gravity Recovery
and Climate Experiment (GRACE) (Tapley et al., 2019; Chen et al., 2022; Panet
et al., 2022), Gravity Field and Steady-State Ocean Circulation Explorer (GOCE)
(Bruinsma et al., 2014; Flechtner et al., 2021) and two currently operating mis-
sions: GRACE-FO mission (Chen et al., 2020; Ciracì et al., 2020; Peidou et al.,
2022) led by NASA-DLR collaboration and a similar one from China (Xiao et al.,
2023).

The results of the satellite gravimetry missions help to understand the time-
variable mass changes that take place in the Earth system, either due to natural
causes or due to direct human impact (Flechtner et al., 2010; Rodell et al., 2018).
Spaceborne gravimetry assesses various geophysical processes, for example, in
glaciology (Wouters et al., 2019), in particular, in glacier mass balance analysis
of Antarctica (Williams et al., 2014) and Greenland (Siemes et al., 2013; Otosaka
et al., 2022), as well as Glacial Isostatic Adjustement estimation (Whitehouse
et al., 2019; Kang et al., 2022). Moreover, continental hydrology can be investi-
gated by spaceborne gravimetry (Rodell and Reager, 2023; Gerdener et al., 2023;
Humphrey et al., 2023; Kvas et al., 2024). For instance, seasonal water stor-
age changes in the Amazon river basin (Tourian et al., 2018), seasonal cycles of
groundwater flows, e.g., in arid regions (Abdelmohsen et al., 2020), short-term
hydro-meteorological fluxes from daily GRACE data (Eicker et al., 2020), ground-
water depletion in the Indian subcontinent (Frappart and Ramillien, 2018; Asoka
and Mishra, 2020), etc. Also, sea level rise (Fox-Kemper et al., 2021) and ocean
mass estimation (Tapley et al., 2019; Barnoud et al., 2023) in the field of oceanog-
raphy, as well as atmosphere mass variations (Horwath et al., 2022). In the solid
Earth sciences, for example, estimation of the viscosity of the lower mantle (Ar-
gus et al., 2021), secular trends in Earth rotation parameters (Roy and Peltier,
2011), Earth’s polar motion and length of day trends investigation (Zotov et al.,
2022) benefit largely from the satellite gravimetry. Spaceborne gravimetry can
also be used for natural hazards, such as floods and droughts assessment (Sun
et al., 2017).

One of the challenges for all satellite gravimetry missions in low Earth orbits is
their short lifetime due to strong non-conservative forces acting on the spacecraft,
causing an orbit decay. The necessity of continuous and un-interrupted measure-
ments together with increasing science and user needs mentioned by Pail et al.
(2015) and Wiese et al. (2022) requires to continue satellite gravimetry measure-

1



1 Introduction

ments with enhanced concepts and sensors. Future gravimetry missions suppose
to improve both spatial (up to 100 km) and temporal (up to few days) resolution
relative to the current GRACE-FO mission, that provides gravity fields up to
350 km spatial resolution (Dahle et al., 2014) with sub-monthly periods. More-
over, the US National Academies of Sciences, Engineering, and Medicine (2018)
declared mass change among the five Earth’s Designated Observables over the
next 2017-2027 decade (Wiese et al., 2022).

At the instrument level, so far only Electrostatic Accelerometers (EA) have been
used as inertial sensors in spaceborne gravimetry missions. In this type of ac-
celerometers, a displacement of the test mass under the acting non-gravitational
forces is measured capacitively and kept centered in the electrode housing by
electrostatic actuation forces. EA are one of the limiting factors in the current
space gravimetry missions because of the dominating error contribution at low
frequencies (below 1mHz), so-called drift (Frommknecht et al., 2003; van Camp
et al., 2021). This drift is mainly caused by the polarization wire connecting the
test mass to the surrounding electrode housing, which is a significant source of
stiffness (Christophe et al., 2015), and also by the thermal stability of the system
(Dalin et al., 2020; Maquaire et al., 2023).

A lot of different studies were carried out in order to improve the accuracy of
the retrieved gravity field models. In general, these studies can be divided into
two major groups: the first one studied different satellite formations that should
provide more measurements allowing better spatio-temporal resolution, and the
second group evaluated enhanced and novel accelerometer concepts. Bender et al.
(2003), Elsaka et al. (2014, 2015), Purkhauser and Pail (2020), Pail et al. (2023),
Kupriyanov et al. (2024b) studied multiple satellite pairs, Pail et al. (2019) evalu-
ated novel measurement concepts, in particular, high-low ranging. In Kupriyanov
et al. (2024a) satellite formations that allow range measurements in cross-track
direction were estimated and Pfaffenzeller and Pail (2023) assessed small satellite
formations and constellations for observing sub-daily mass changes.

The second group of studies aimed on overcoming the drawback of EAs. For ex-
ample, enhanced EAs with modified test mass parameters were analyzed by the
French aerospace lab ONERA (Liorzou et al., 2023). EA without a polarization
wire has been evaluated in Boulanger et al. (2020). There, a wireless ultravio-
let light charge management system, that was on-board the Laser Interferometer
Space Antenna (LISA) Pathfinder mission (Armano et al., 2021) and impeded
charge buildup on the test mass, substituted the polarization wire. This allows
to keep the electrostatic noise sources at an acceptable level at low frequencies
(Sumner et al., 2020). Also, on-board LISA-Pathfinder, for the first time in
space, so-called optical accelerometers were used, where the test mass displace-
ment were sensed by laser interferometry (Armano et al., 2018a). Based on the
promising results of optical accelerometers, also known as Gravitational Refer-
ence Sensor (GRS), multiple studies were carried out evaluating Simplified GRS
(SGRS) (Dávila Álvarez et al., 2022; Weber et al., 2022). SGRS is an enhanced
EA with capacitive test mass position readout and which inherited a wireless
polarization system and a large gap between the test mass and surrounding elec-

2



1.2 Research Questions and Objectives

trode housing from LISA-Pathfinder. SGRS with a wide range of parameters and
different test mass readout schemes, electrostatic and optical, was modeled and
evaluated by Kupriyanov et al. (2024b). Another interesting test mass displace-
ment measurement system was demonstrated by Zoellner et al. (2017), where a
differential optical shadow sensor was used to readout the sphere-shaped proof
mass movements.

Cold Atom Interferometry (CAI) is another technology that could overcome the
drawback of EAs in the low-frequency domain. In CAI accelerometers, atom
clouds act as test masses (Alonso et al., 2022). Knabe et al. (2022) evaluated
the performance of CAI accelerometry, while Douch et al. (2018), Trimeche et al.
(2019) and Migliaccio et al. (2019) studied CAI gradiometry. Utilization of CAI
accelerometers in space, on the one hand, allows longer interrogation times, but
on the other hand, fast changing non-gravitational forces can not be observed.
Hybridization of CAI and electrostatic accelerometers could overcome this issue.
So-called hybrid sensors, as well as various ways of combining them, were studied
by HosseiniArani et al. (2022, 2024); Zahzam et al. (2022) and Zingerle et al.
(2024).

Novel satellite formations and inertial instruments’ enhancement mentioned above
are not the only areas for improvements of retrieved gravity products. There are
ongoing developments on improving the time-variable background models that
represent short-term mass variations in the atmosphere and oceans which are
the main contributors to inaccuracies in GRACE(-FO) solutions, causing aliasing
errors. For example, Release (RL) 06 by Dobslaw et al. (2017) and RL07 by Shi-
hora et al. (2022) represent those Atmosphere and Ocean De-Aliasing Level-1B
products.

1.2 Research Questions and Objectives

After introducing the state-of-the-art sensors, concepts and approaches in satellite
gravimetry, the main research question, that this thesis addresses, is how the
gravity field measurements from space can be improved when applying advanced
sensors and observation concepts. Possible improvements are investigated for
various satellite formations, e.g., GRACE-like, GOCE-like, novel triple satellite
configuration and combination of low-low Satellite-to-Satellite Tracking (ll-SST)
with cross-track Satellite Gravity Gradiometry (SGG).

The major research questions are:

• Is it possible to adapt optical accelerometry technology from the LISA-
Pathfinder mission for satellite gravimetry missions in low Earth orbits,
where non-gravitational forces have a big impact?

• Can modeled accelerometers and gradiometers, with an optical interferom-
eter readout of the test mass displacements, outperform classical electro-
static, CAI and hybrid (electrostatic & CAI) instruments?

3



1 Introduction

• Which novel satellite formations can be formed in order to utilize cross-
track ranging measurements, taking into account enhanced laser ranging?
Which technical challenges have to be solved for operating such missions?

In order to answer the research questions, the main objectives of this work are
to:

• analyze the anticipated performance of optical accelerometers and gra-
diometers w.r.t. existing electrostatic ones as well as w.r.t. other instrument
concepts, e.g enhanced electrostatic, CAI, hybrid, etc.,

• quantify benefits of optical accelerometry for future gravimetry missions via
closed-loop simulations,

• estimate gravity field models from novel satellite formations and measure-
ment concepts as well as evaluate the feasibility of such approaches.

1.3 Thesis Outline

In Chapter 2, a description of the main ‘fundamentals’ of this work is given.
It includes used mathematics, algorithms and procedures. Chapter 3 gives an
overview of the past and current satellite gravimetry missions and utilized tech-
nologies. Also, in this chapter, upcoming future gravimetry missions as well as
existing concepts of inertial sensors are introduced. In Chapter 4, the simulation
procedure is set up including the description of the used software components.
Results of the gravity field recovery simulations are presented and discussed in
Chapter 6. Finally, the summary of the research results and an outlook are given
in Chapter 7.

4



2 Fundamentals

2.1 Spherical Harmonic Series

According to Heiskanen and Moritz (1967) the Earth’s gravity potential W is a
sum of the gravitational potentials of all masses V and the centrifugal potential
due to the Earth’s rotation Z:

W (x,y,z) = V (x,y,z) + Z(x,y,z) = G

∫ ∫ ∫
Earth

dM

l
+

1

2
ω2
(
x2 + y2

)
, (2.1)

where x,y,z are the geocentric coordinates of the Earth-fixed system, G is the
gravitational constant, M the mass of the Earth, l the distance of the mass
elements and ω the angular velocity of Earth’s rotation. The Earth mass includes
the masses of the atmosphere.

Since the gravitational potential V outside of attracting masses, or in other words
outside of the Earth, is a harmonic function that satisfies the Laplace equation
for the outer space (∆V = 0), it can be represented in a Spherical Harmonic (SH)
series expansion (Hofmann-Wellenhof and Moritz, 2006):

V (r, θ, λ) =
GM

R

×
∞∑
n=0

(
R

r

)n+1 n∑
m=0

[
Cnm cosmλ+ Snm sinmλ

]
P nm (cos θ) , (2.2)

where (r, θ, λ) are the spherical coordinates of a point on the Earth’s surface, GM
is gravitational constant times the mass of the Earth, R the equatorial radius of
the Earth’s reference ellipsoid, n,m the SH degree and order, P nm (cos θ) the
fully normalized associated Legendre functions and Cnm, Snm the cosine and sine
normalized SH coefficients, which are the unknowns of the gravity field solutions.

Note: Since the atmospheric masses are always above the Earth’s surface, the
Laplace equation for satellite observation is only fulfilled under certain assump-
tions. Here, one can assume that the centers of masses of the atmospheric columns
lie below the satellite’s orbit and Laplace equation is still valid (Gruber et al.,
2009). However, a specific correction has to be applied to gravity anomalies on
ground (Hackney and Featherstone, 2002). Further theory and details of the
correction computation are described in Moritz (1980).

Figure 2.1 shows the classification of the surface SH coefficients into three groups:

5



2 Fundamentals

zonal, sectorial and tesseral. When the order is zero (m = 0), one has the
zonal harmonics, when the degree equals to the order (m = n) they are called
sectorial harmonics. In all other cases (m ̸= n) they are tesseral components.
Spherical harmonic representation is a convenient way that also describe some
of the properties of the Earth. For example, C00 scales the total mass of the
Earth, C20 reflects the Earth oblateness or polar flattening, C10, C11, S11 are the
coordinates of the center of mass, etc. (Torge et al., 2023).

C00

C10

C20

C30

C40

C50

zonal

. . . . . .

C11

C21

C31

C41

C51

C22

C32

C42

C52

C33

C43

C53

C44

C54 C55

S11

S21

S31

S41

S51

S22

S32

S42

S52

S33

S43

S53

S44

S54S55

sectorialtesseraltesseralsectorial

. . . . . .

degree n

S-coefficients C-coefficients

order m [cos][sin]

Figure 2.1: Surface spherical harmonics representation (modified from Rummel and Ince
et al. (2019))

2.2 Measurement Principles in Satellite
Gravimetry

Satellite gravimetry determines the spatial and temporal changes of the gravi-
tational field on a global scale (Flechtner et al., 2021). Different measurement
techniques and principles, e.g., high-low Satellite-to-Satellite Tracking (hl-SST),
ll-SST, SGG that are introduced further, are utilized depending on the observ-
able targets. While orbiting on Low Earth Orbit (LEO), various conservative
e.g., Earth’s non-spherical gravitation, solid Earth tides, ocean tides, third body
attraction, etc., and non-conservative forces, e.g, air drag, solar and thermal ra-
diation pressures, infrared irradiance and Earth albedo act on the satellite and
cause an orbit perturbation. Equations of motion of the satellite can be described
as (Jäggi and Arnold, 2017)

r̈ = −GM
r

r3
+ fp (t, r, ṙ, Q1, ..., Qd) , (2.3)
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where r̈ is the total acceleration of the satellite, G is the gravitational constant, M
is the mass of the Earth, r is the geocentric position of the satellite in the inertial
frame, fp summarizes all accelerations due to gravitational and non-gravitational
perturbing forces in the inertial frame. The force models comprising fp depend on
the time t, position r and velocity ṙ, as well as additional parameters Q1, ..., Qd

that could be scaling factors of analytically (e.g., retrieved from a model of the
Earth’s gravity field) or numerically known (e.g., measured by accelerometers)
accelerations. In this case, the whole satellite act as a test mass. Comparing
the true orbit with the computed one, an analysis of orbit perturbations can be
applied to improve the gravity field.

2.2.1 High-low Satellite-to-Satellite Tracking

Figure 2.2 depicts different measurement concepts that are used in satellite gravime-
try. Precise orbit determination of LEO satellites is done with the Global Nav-
igation Satellite System (GNSS), e.g., GPS. For this purpose, the hl-SST mea-
surement principle is used (Reigber et al., 2002). The hl-SST was utilized for
the first time at the CHAMP mission and as an additional measurement in the
GRACE(-FO) and GOCE missions. Typically, long-wavelength observations or,
in other words, large-scale structures (≈ 1000 km) of the gravitational field can
be obtained more accurately by this principle (Reigber et al., 2006).

GNSS satellites

mass anomaly

GNSS reference station

Accelerometer at the center 
of mass of the satellite

LEO satellites

drag-free system

SGG

LEO satellite

Figure 2.2: Scheme of the measurement concepts applied in satellite gravimetry. ll-SST
between two LEO spacecraft with accelerometers located at the center of
mass of the satellites; hl-SST between the GNSS and LEO satellites; SGG
realised by six 3-axis accelerometers on-board a single drag-free satellite
(modified from Wöske (2021)).

2.2.2 Low-low Satellite-to-Satellite Tracking

GRACE and GRACE-FO missions utilized, in addition to hl-SST, ll-SST. Here,
the major observable is the inter-satellite range change mainly due to the different
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gravitational pull at the positions of the two satellites (see Figure 2.3), which
are separated by roughly 220 km (Abich et al., 2019). The impact of the non-
gravitational accelerations on the inter-satellite distance is removed using the
measurements from the accelerometers that are located at the center of mass of
each satellite. In the GRACE mission, a K-band Ranging (KBR) instrument
(Kim and Lee, 2009) was used in order to measure the inter-satellite distance
with µm precision, while in GRACE-FO a Laser Ranging Interferometer (LRI)
was on-board as a technology demonstrator (Abich et al., 2019) that can achieve
up to nm precision. The ll-SST principle is sensitive to the medium and fine
structures (≈ 200− 350 km) of the gravitational field (Dahle et al., 2014; Wöske,
2021).

Figure 2.3: Measurement principle of the ll-SST for a GRACE-like mission (adapted
from Kupriyanov et al. (2024b))
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2.2 Measurement Principles in Satellite Gravimetry

The equation of motion (2.4) from Weigelt (2017) for a GRACE-like case connects
the observed range acceleration between the two LEO satellites A and B with the
gradient of the gravitational field (see Figure 2.3):

∇VAB · ea
AB = ρ̈− 1

ρ

(
ẋAB · ẋAB − ρ̇2

)
, (2.4)

where ρ is the range between the satellites, xAB the relative position, ea
AB the

unit vector along the Line of Sight (LOS) between the two spacecraft, ẋAB is the
relative velocity vector, ρ̇ the range velocity, ρ̈ the range acceleration and ∇VAB

the gravity gradient.

2.2.3 Satellite Gravity Gradiometry

The SGG principle consists of measuring the second derivative of the gravi-
tational potential or, in other words, the gravity gradient tensor (Ditmar et al.,
2003). SGG was first realized in the GOCE mission. Six free-floating test masses,
located on three orthogonal axes, formed three arms of the gradiometer (see Fig-
ure 2.2). Differential mode accelerations are used to determine the gravitational
gradients (Siemes, 2017):

adij =
(ai − aj)

2
= −1

2

(
V −Ω2 − Ω̇

)
(ri − rj) , (2.5)

where adij is the differential acceleration between the accelerometer pairs i, j, V
the gravity gradient tensor, Ω2 the centrifugal part, Ω̇ the Euler part (angular
acceleration of the satellite), ri,j is the radius-vector from the satellite center of
mass to the center of the ith and jth accelerometer.

Equation (2.5) can be also re-written in other form (Rummel et al., 2011) as:

D = V +ΩΩ+ Ω̇, (2.6)

where V is the gravitational gradient tensor (a second-order tensor field), ΩΩ the
centrifugal part, Ω̇ the Euler part and D is the matrix of the observed gradients.

In matrix form Equation (2.6) can be written as:

Dxx Dxy Dxz

Dyx Dyy Dyz

Dzx Dzy Dzz

 =

Vxx Vxy Vxz

Vyx Vyy Vyz

Vzx Vzy Vzz

+

−(ω2
y + ω2

z) ωxωy ωxωz

ωyωx −(ω2
z + ω2

x) ωyωz

ωzωx ωzωy −(ω2
x + ω2

y)

+

 0 −ω̇z ω̇y

ω̇z 0 −ω̇x

−ω̇y ω̇x 0

 , (2.7)
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where ωx, ωy, ωz are the angular rates of the satellite about the along-track,
cross-track and nadir axes, respectively.

A matrix of the gravitational gradient tensor V is symmetric and after re-
arranging Equation (2.5), the diagonal gravity gradients components look like
(Siemes, 2017):

Vxx = −2
ad14x
Lx

− ω2
y − ω2

z , (2.8)

Vyy = −2
ad25y
Ly

− ω2
x − ω2

z , (2.9)

Vzz = −2
ad36z
Lz

− ω2
y − ω2

y . (2.10)

Here ad14x is the acceleration difference of the accelerometers 1 and 4 along the
x-axis and Lx is the baseline of the gradiometer. The left side of Equation (2.7),
the observed gradient element can be represented as (Rummel et al., 2011):

Dxx =
∆ax
Lx

, (2.11)

where ∆ax is the acceleration difference.

In this work within the gravity field recovery software, gradiometer noise time-
series were calculated based on the following relation:

D =
(ACC1 − ACC2) ·

√
2

L
, (2.12)

which is a modified version of Equation (2.11), taking into account a factor
√
2,

which represents the same type of observations and instruments (accelerometers).
This factor was considered from the assumption that uncorrelated observations
from the ACC1 and ACC2, that form a gradiometer, have the same variances and
standard deviations. The covariance between the measurements of each pair of
accelerometers were assumed negligible small.

As it was already mentioned, in SGG a second-order derivatives of the gravi-
tational potential are measured, therefore in the Gradiometer Reference Frame
(GRF), the measured gravity gradients along the axes xi can be represented as
(Wu, 2016):

Vij =
∂2V

∂xi ∂xj

, (2.13)

where Vij are point-wise measured gravity gradients and i,j = 1,2,3 representing
X, Y and Z axes of the GRF.
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The SGG measurement principle is sensitive to the fine structures (≈ 100 km) of
the gravity field (Gruber et al., 2011).

2.2.4 Summary of Satellite Gravimetry Measurement
Techniques

This section aims to summarize the measurement techniques that are imple-
mented in satellite gravimetry. Before representing a chart with the outline of
key principles, quantities, etc., an important variable, the disturbing potential -
(T ) shall be introduced. According to Torge et al. (2023), the Earth’s gravity
potential (W ) and the normal gravity potential (U) contain gravitational and
centrifugal parts: W = V + Z and U = V ′ + Z ′. The disturbing potential is
defined as:

T = W − U = V + Z − (V ′ + Z ′). (2.14)

Considering that the Earth’s centrifugal acceleration is precisely known, it is
assumed that the centrifugal components of W and U are equal, i.e. Z = Z ′

(Torge et al., 2023). Therefore, Equation (2.14) simplifies to:

T = V − V ′. (2.15)

Also, disturbing potential can be expressed by spherical harmonic expansion as
(Heiskanen and Moritz, 1967; Liang et al., 2020):

T (r, θ, λ) =

GM

r

∞∑
n=0

(a
r

)n n∑
m=0

(
Cnm cosmλ+ Snm sinmλ

)
× P nm(cos θ), (2.16)

where the variables have the same notation as in Equation (2.2).

The extended Meissl scheme given in Figure 2.4 shows the connections between
the spectral components of the disturbing potential Tn of degree n and its first
and second derivatives in radial direction. The lower row corresponds to the
Earth’s surface and the upper one to the satellite altitude h. The arrows show
the directions, for which the eigenvalues, that connect the disturbing potential
Tn and its derivatives per SH degree n, are applied. Mathematical operations
depicted in the scheme applied per degree of the SH expansion. As mentioned
in Rummel (2005), the arrows connecting the bottom row with the upper one
correspond to the direction of smoothing (attenuation of high degrees SH coeffi-
cients) with altitude. The upper row reflects to the various satellite gravimetry
measurement techniques. For example, the disturbing potential Tn can be ob-
served by considering the whole satellite as a test mass and using precise orbit
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Figure 2.4: Extended Meissl scheme (modified from Rummel (2005), Pail and Gruber
(2020) personal communication)

determination for tracking the true orbit. This is implemented within the hl-SST
principle in multiple gravimetry missions (CHAMP, GRACE(-FO) and GOCE).
First derivatives of the disturbing potential lead to the gravity disturbance or
gravity anomalies (a difference between the real value of gravity and computed
from the rotational ellipsoid), which can be observed by the ll-SST utilized in
GRACE and GRACE-FO missions. Finally, second derivatives of the disturbing
potential provide gravity gradients that are observed by the SGG in the GOCE
mission.

2.3 Amplitude Spectral Density Representation

In this work, noise models of the instruments, in particular, accelerometers, gra-
diometers, inter-satellite range measurement sensors, etc., are represented as Am-
plitude Spectral Densities (ASD). A detailed overview of the estimation of spectra
and spectral densities using Discrete Fourier Transform is given by Heinzel et al.
(2002). A signal power in each infinitesimal frequency interval is described by
the Power Spectrum (PS) (Wöske, 2021). The PS is represented as the squared
signal, therefore, for example, the PS units would be (m/s2)2 for the acceler-
ation. Power Spectral Density (PSD) represents how the power of a signal is
distributed with frequency. PSD is a normalization of PS, meaning the power
in each infinitesimal frequency interval is divided by the width of this interval.
PSD of the acceleration would have units (m/s2)2/Hz. Mathematically, PSD are
calculated as the Fourier transform of the autocorrelation sequence of the time
series (Heinzel et al., 2002). Amplitude Spectrum (AS) and ASD are calculated
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as the square root of the PS and PSD, respectively. Therefore for accelerations,
AS would have units of the signal itself, i.e. m/s2 and ASD (m/s2)/

√
Hz. Figure

2.5 summarizes the mathematical transformations between the above-mentioned
variables and the signal in the time domain.

Power Spectrum (PS) –
Power in each infinitesimal frequency 

interval.
• Mathematically: squared signal
• Units, e.g., for acceleration [(m/s2)2]

Power Spectral Density (PSD) –
how the power of a time series is distributed 

with frequency.
• Mathematically: Fourier transform of the 

autocorrelation sequence of the time series
• Units: PS over the frequency, e.g., for 

acceleration [(m/s2)2/Hz]

Amplitude Spectral Density (ASD)
• Mathematically: square root of PSD

• Units, e.g., for acceleration [(m/s2)/ Hz]

Amplitude Spectrum (AS)
• Mathematically: square root of PS
• Units, e.g., for acceleration [m/s2]

normalization

AS = 𝑷𝑺 ASD= 𝑷𝑺𝑫

Logarithmic frequency axis 
Power Spectral Density (LPSD)

Inverse Fast Fourier 
Transform (IFFT)

Signal in time domain
• Mathematically: signal itself
• Units, e.g., for acceleration [(m/s2)]

Figure 2.5: Scheme of the mathematical transformations between the different quanti-
ties of the discrete Fourier transform and the signals in the time domain
(modified from Heinzel et al. (2002) and Wöske (2021))

During this work, signal transformations from the time series domain to PSD
and vice versa are widely used. In order to get a PSD from the signal in the
time domain, an extension of the well-known Welch’s technique of ‘averaging
over modified periodograms’, which is called Logarithmic frequency axis Power
Spectral Density (LPSD) is used (Tröbs and Heinzel, 2006). Welch’s Overlapped
Segmented Averaging (WOSA) algorithm with segment detrending and variance
estimation calculated a modified periodogram for each segment and averaged
these estimates to estimate the PSD. According to Heinzel et al. (2002) averaging
is applied to reduce the variance of the spectral estimates. A periodogram is a
Discrete Fourier Transform (DFT) of a segment of a time series, and ‘modified’
means an application of a time-domain window function. Within the LPSD
procedure, an adjustment of the frequency resolution for each Fourier frequency
in the estimate is done, while in the WOSA method the same frequency resolution
for each Fourier frequency is utilized (Tröbs and Heinzel, 2006).

A dedicated Matlab function called flpsd (Reis et al., 2022b) is used in this
work for the transformation from the time-domain signal into the PSD. This
function used the LPSD method described by Tröbs and Heinzel (2006). In
short, mathematically, the utilized procedure can be explained by the following:
after the segmentation of the time-domain data into the overlapping segments,
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the number of averages K(j) of the Fourier frequency f(j) is described as

K(j) = floor

(
N − L(j)

L(j)(1− ξ)
+ 1

)
, (2.17)

where floor() selects the largest integer that is smaller or equal to its argument,
N is the total number of the data, L(j) is the number of data in one segment
and ξ is fractional segment overlap (0 ⩽ ξ ⩽ 1). Then the average value of each
segment a(j,k), where k = 0,...,K(j)− 1 is calculated and then subtracted from
each segment in order to reduce the spectral leakage. Afterwards, a spectral esti-
mate is calculated with a selected data window and window sequences. Different
types of window functions exist (Heinzel et al., 2002) and they act as a weight on
the signal in the time domain (Wöske, 2021). For all calculations in this work, a
Hanning window was used with a time-domain signal length usually of 31 days
and different sample frequencies, for example 1, 2.5 or 5 s, depending on the sim-
ulation and scenario. Then the scalar products A(j,k) of the windowed sequences
G(j,k,l) with the complex exponential of the appropriate Fourier frequency f(j)
is calculated:

A(j,k) =

L(j)−1∑
l=0

G(j,k,l) exp

(
−2πi

m(j)l

L(j)

)
, (2.18)

where l is the data index within one segment, L(j) is the number of data in one
segment, m(j) is the frequency index or the bin number. The spectral estimate
P of the Fourier frequency f(j) is calculated as

P (f(j)) =
C

K(j)

K(j)−1∑
k=0

|A(j,k)|2, (2.19)

where C is the normalization factor, |A(j,k)|2 the squared magnitudes of the
complex scalar product.

The comparison of different ASDs curves, representing various instruments’ noise
budgets, is widely used in this work. Here mostly ASDs of the acceleration with
the units (m/s2)/

√
Hz are considered. When comparing the performance of two

different instruments, the one where the ASD curve lies below is considered to
have better accuracy.

For back transformations, from the PSD to the time-domain signal, a standard
Matlab function ifft was used (The MathWorks, 2024b). By implementing this
function, the inverse discrete Fourier transform X = ifft(Y) was calculated using
a fast Fourier transform algorithm. In order to ensure that the output of this
function is real, a ‘symmetric’ option was defined. According to The MathWorks
(2024b), the inverse Fourier transform of the signal with length n is described as:
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X(j) =
1

n

n∑
k=1

Y (k)W−(j−1)(k−1)
n , (2.20)

where Wn = exp (−2πi)/n is one of n roots of unity.

2.4 Least-Squares Adjustment for Spherical
Harmonics Estimation

The process of SH estimation from satellite gravimetry observations is called
spherical harmonic analysis (Colombo, 1981; Koop, 1993; Wu, 2016). Large-
scale and over-determined linear equation systems formed by the observations
are solved by the Least-Squares (LS) technique, discussed in detail, e.g., by Wu
(2016) in the context of the gravity field recovery software packages of Institute
of Geodesy (IfE) that are also applied in this study.

The Gauss-Markov model of a linear equation systems expresses the measure-
ments as a function of unknown parameters:

l + v = Ax, (2.21)

where l represents the time-series observation vector [s × 1], v the observation
residuals [s × 1], A the design matrix [s × r], x the vector of unknown param-
eters [r × 1]. Precision and correlation of the measurements are given by the
stochastically modeled full Variance/Covariance Matrix (VCM) Σll:

Σll =


σ2
1 σ12 . . . σ1s

σ21 σ2
2 . . . σ2s

...
... . . . ...

σn1 σn2 . . . σ2
s

 , (2.22)

where σ2
i is the variance of the i-th element and σij is the covariance between

the i-th and the j-th measurements. In Niemeier (2008), the estimated solution
x̂ that minimizes the sum of squares of the weighted residuals, according to the
rule of LS adjustment, is obtained as:

x̂ =
(
ATPA

)−1
ATPl = N−1w, (2.23)

where P = Σll
−1 is the weight matrix (obtained from stochastic modeling),

N = ATPA the normal matrix and w = ATPl. Since the observation vector
l enters only w, the matrix N that describes the inner geometry of the data
distribution is independent from the observations.
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After the LS adjustment, the residuals v̂ that are used to assess the quality of
the observations can be calculated by

v̂ = Ax̂ − l. (2.24)

Also, the posterior variance σ̂2
0 of the post-fit residuals v̂, which serves as a

measure of the quality of the solution, can be computed from the estimated
residuals:

σ̂2
0 =

v̂TP v̂

s− r
=

lTPl − wT x̂

s− r
, (2.25)

where s is the number of observations and r the number of parameters.

Knowing the a posterior variance σ̂2
0, the VCM of the coefficients Σx̂x̂ can be

calculated:

Σx̂x̂ = σ̂2
0N

−1. (2.26)

As it was mentioned in Wu (2016), post-fit residuals v̂ are very useful because
outliers in the observations can be detected and their PSD show the spectral
behavior of the measurement error, modeling error, residual signal parts, etc.
Also, the square root of the variance or, in other words, diagonal elements of the
VCM of the estimated unknown parameters Σx̂x̂, provide the standard deviation,
so called formal errors (Dahle et al., 2019).

2.5 Stochastic Modeling

As it was demonstrated by Cesare (2002), the coloured noise of the gravity gra-
dients has been identified in the GOCE pre-launch phase and further confirmed
with real observations (Wu, 2016) due to the drift at the low-frequency domain
of the electrostatic accelerometers forming the gradiometer (see Section 3.2 for
more details). Also, the errors of the gravity gradients measurements are highly
correlated. Therefore, a full VCM of the measurements Σll must be applied
in order to de-correlate and down-weight the observations (Knabe, 2023). This
VCM is composed of the biased estimation of the auto-covariance vector r of the
observations, which is calculated from the post-fit residuals (Koch et al., 2010).
In contrast to the normal matrix N that is assembled arc-wisely (in this work
one arc is defined as 12 hours, unless otherwise stated), the VCM Σll is built
from the post-fit residuals that consider the whole observation period (1 month
in this work), similar to Knabe (2023). Based on Koch et al. (2010), the biased
auto-covariance element ri is estimated from the residual observations v̂n as
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ri =
1

N

N−1−|i|∑
n=0

v̂n · v̂n+i, (2.27)

where N is the length of the observations, i.e. 1 month and i =
[
0;N − 1

]
. Ac-

cording to Koch et al. (2010), the biased estimator is preferred over the unbiased
version because the latter results in large variances for lags i approaching N .

Taking into account that observations separated by equal distances have the same
covariance, the assembled VCM Σll is the symmetric, positive definite Toeplitz
(diagonal elements are constant) matrix (Schuh, 1996):

Σll =


r0 r1 r2 . . . rN−1

r1 r0 r1 . . . rN−2

r2 r1 r0 . . . rN−3
...

...
... . . . ...

rN−1 rN−2 rN−3 . . . r0

 . (2.28)

The assembled VCM matrix can be decomposed by the Cholesky approach into
the product of two matrices: F - lower triangle, the so called de-correlation filter
(Wu, 2016) and F T - the transpose of F . This step allows to avoid the storage of
the full VCM matrix with dimensions s×s, where s is the number of observations,
which is hundreds of millions, and further matrix multiplication in order to get
the normal matrix N . So, the Cholesky decomposition for VCM looks like:

Σll = FF T =


F11 0 0 . . . 0
F21 F22 0 . . . 0
F31 F32 F33 . . . 0
...

...
... . . . ...



F11 F21 F31 . . . . . .
0 F22 F32 . . . . . .
0 0 F33 . . . . . .
...

...
... . . . ...

 . (2.29)

At the beginning, the normal matrix N is assembled with a unit weight matrix P ,
representing white noise. Then, in further iterations of the stochastic modeling,
the normal matrix N is built with the VCM Σll. Substituting the Cholesky
decompostion of the Σll, Equation (2.29), to the normal matrix equation N =
ATPA, instead of the weight matrix P , gives (Wu, 2016):

N = σ̂2
0

(
F−1A

)T (
F−1A

)
. (2.30)

In general, the stochastic modeling was implemented in gravity field recovery in
the same way as it was introduced by Knabe (2023):

1. Assembling the normal matrix N with unit weight matrix P ,

2. Deriving SH coefficients from the inversion of the normal matrix,
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3. Computing the post-fit residuals v̂,

4. Assembling the VCM Σll from the biased estimation of the auto-covariance
vector r, that is estimated from the post-fit residuals,

5. Assembling the normal matrix N using VCM Σll,

6. Deriving final SH coefficients and formal errors by the inversion of the nor-
mal matrix.

In this work, parallel computing (Wu, 2016; Knabe, 2023) was applied for the
gravity field retrieval in gradiometric scenarios with SH degree/order (d/o) up to
180 due to the large data sets. The idea consists of splitting 1-month observations
into 6 equally long segments. Hence, the design matrix A is divided into blocks.
Normal matrix N and w are assembled separately for each segment and then
summed up to form the complete matrices. For this procedure a Math Kernel
library is used and the whole Gravity Field Recovery (GFR) process was done in
the Leibniz University Computational Cluster (LUIS). Section 4.4 introduces the
description of the utilized GFR software.

2.6 Validation of the Retrieved Gravity Field
Models

Validation of the retrieved gravity field model is a necessary step to asses the
quality of the solutions. Validation can be carried out in the spatial and spectral
domains as well as with independent observations, e.g., GPS measurements (Wu,
2016).

In the spatial domain, the validation shows the geographical distribution of the
errors. It can be computed as the difference between the reference and recovered
gravity field models plotted on a global map, e.g., in terms of geoid height or
Equivalent Water Height (EWH).

Taking the difference of the gravitational potentials, represented in a SH series
(Equation (2.2)), of the retrieved and reference gravity models, one gets the
disturbing potential T as

T =
GM

R

N∑
n=0

(
R

r

)n+1 n∑
m=0

[
∆Cnm cosmλ+∆Snm sinmλ

]
P nm (cos θ) , (2.31)

where ∆Cnm and ∆Snm are the SH coefficient differences w.r.t. the normal
gravity field, which is represented by the zonal SH coefficients of degree 0, 2, 4,
6, 8 (Heiskanen and Moritz, 1967).

The geoid height N representation can be calculated as (Torge et al., 2023):
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N = R

N∑
n=0

(
R

r

)n+1 n∑
m=0

[
∆Cnm cosmλ+∆Snm sinmλ

]
P nm (cos θ) , (2.32)

and EWH amplitudes are calculated by the following equation (Wahr et al., 1998;
Schrama et al., 2007; Knabe, 2023):

∆EWH =
RρE
3ρw

N∑
n=0

2n+ 1

1 + kn

×
n∑

m=0

[
∆Cnm cosmλ+∆Snm sinmλ

]
P nm (cos θ) , (2.33)

where ρE is the Earth’s average density, ρw the density of water and kn the Love
number of degree n.

In the spectral domain, the validation can be done within one- and two-dimensional
error spectra. The formal errors (Dahle et al., 2019) σCnm

and σSnm
of the es-

timated spherical harmonic coefficients are calculated as the square root of the
diagonal elements of the VCM of the estimated parameters, calculated by Equa-
tion (2.26) (Wu, 2016). Retrieved formal errors or SH coefficient differences can
be represented in a triangular two-dimensional error spectrum, formed by degree
and order, similar as depicted in Figure 2.1. In this dissertation, a logarithmic
scale is used for a better representation of such graphs.

The two-dimensional error spectrum turns into a one-dimensional when the sum
of the squares of the error of the SH coefficients at the same degree are calculated.
The error degree variance can be calculated from the formal errors σCnm

and σSnm

as (Wu, 2016)

σ2
n =

n∑
m=0

(
σ2
Cnm

+ σ2
Snm

)
. (2.34)

When the formal errors are not available, they can be replaced by the true errors,
which are the coefficient differences between the reference and estimated gravity
fields: ∆Cnm and ∆Snm. In this thesis, the degree Root Mean Square (RMS) in
geoid height is calculated from the degree variance σ2

n at a specific degree n as

RMS(geoid height) =
√

σ2
n

2n+ 1
×R, (2.35)

where R is the radius of the Earth.
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2.7 Regularization of Retrieved Gravity Field
Solutions

The upcoming Next Generation Gravimetry Mission (NGGM) is supposed to be
placed in an inclined orbit with an inclination i between 65◦ and 70◦ (Haagmans
and Tsaoussi, 2020) (more details about future gravimetry missions is given in
Section 3.3). Therefore, near-polar and polar regions with the latitudes higher
than 65 − 70◦ will not be covered by such NGGM. This leads to the so-called
‘polar gap’ problem (Sneeuw and Van Gelderen, 1997) when the SH zonal and
near-zonal coefficients are distorted and the gravity field retrieval becomes an
ill-posed problem (Ditmar et al., 2003; Wu, 2016). An ill-posed problem is one
that does not meet one of the three Hadamard criteria: existence of a solution,
solution should be unique and it should depend continuously on the parameters
or input data (Gockenbach, 2016).

As it was mentioned in Forsberg et al. (2011) and Lu et al. (2020), adding external
information or additional measurements, for example, from the near-polar satel-
lite pair or from airborne gravimetry could solve the ill-posedness of the problem.
Gravity anomalies, computed from an a priori gravity field model and generating
pseudo observations, could also tackle the polar gap problems (Yi, 2012).

Another option of stabilizing the solution is applying a regularization. For re-
trieving the gravity field from inclined satellite pairs, regularization is necessary
to perform the inversion of the normal matrix in order to derive the SH coeffi-
cients, otherwise the inversion would crash. Moreover, regularization plays a role
as a low-pass filter that suppresses high-frequency errors in a model due to the
propagation of the noisy data (Ditmar et al., 2003).

Different regularization techniques exist, but in general, their common target is
minimizing the L2-norm of the unknown function together with the L2-norm of
its derivatives (Ditmar et al., 2003). This can also be expressed as minimiz-
ing the L2-norm of the disturbing potential T on the sphere of radius R, in-
troduced in Equation (2.31). Initially, the regularization concept was developed
by Tikhonov (Tikhonov, 1963a,b; Tikhonov and Arsenin, 1977), but many other
techniques were applied in satellite gravimetry (Kusche and Mayer-Gürr, 2002;
van Lonkhuyzen et al., 2002; Kaula, 2000). According to Metzler and Pail (2005)
the Tikhonov regularization method could be of zero-order (when the applied
regularization matrix Rreg is the unit one), first-order (when the elements of the
regularization matrix are defined as rij = δijn(n + 1)) or second-order (when
rij = δijn

2(n+ 1)2) where n is the spherical harmonic degree.

Regularization is called Kaula, when the elements of Rreg matrix correspond to
the inverse Kaula rule (Kaula, 2000), in particular rij = δij10

10n4. Two more
Kaula regularization techniques can be mentioned with impact exclusively to
spherical harmonic coefficients that are affected by the polar gap problem. Math-
ematically this can be written as
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rij =

{
1010n4, if i = j and m ⩽ mreg

0, otherwise
, (2.36)

where mreg is the maximum order of the spherical harmonic coefficient to which
regularization is applied. According to Sneeuw and Van Gelderen (1997)

mreg = θn, (2.37)

where θ is the opening angle of the polar gap in radians. Metzler and Pail (2005)
also mentioned so-called order-dependent Kaula regularization, defined as

rij =

{
1010n4 (mreg −m)p , if i = j and m ⩽ mreg

0, otherwise
, (2.38)

where p defines the order-dependent weighting, e.g., linear (p = 1), quadratic
(p = 2), etc. The advantage of such approach consists of avoiding a significant
low-pass filtering of the geopotential (Metzler and Pail, 2005).

With applied regularization, Equation (2.23), describing an estimated solution,
can be re-written as (modified from Hansen (1999) and Wu (2016)):

x̂ =
(
ATPA+ α · tr(N )Rreg

)−1
ATPl, (2.39)

where α is the regularization parameter and tr(N ) is the trace of the matrix N .
The trace of matrix equals the sum of its eigenvalues (λ1, λ2, ...) and is associated
with the largest eigenvalue (λmax) of matrix N . Multiplying the regularization
parameter by the trace of the matrix means defining a cutoff of the eigenvalue
spectrum at α · λmax. Since eigenvalues are dependent on the normal matrix N
and consequently on the considered data of the specific month, the trace of the
matrix was considered in this study as it provides more control and consistency.

Since the data that are used in gravity field recovery simulations includes various
noise models, such as accelerometer noise, range instrument noise, etc., the se-
lection of the proper regularization parameter is not a trivial task (Ditmar et al.,
2003). Therefore, the L-curve method was applied to find the proper and most
optimum regularization parameter α (Hansen, 1999). It is a graph where a so-
lution norm ||x̂||2 is plotted w.r.t. the residual norm ||Ax̂ − l||2, showing the
trade-off between the size of the regularized solution and its fit to the given data
(Hansen, 1999). For the Tikhonov regularization method, normally this kind of
graphs have an L-shape and therefore this method has its name.
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2.8 Combination of Various Retrieved Gravity
Field Solutions

In this work a combination of the simulated data acquired by the different mea-
surement techniques (for example, the combination of range accelerations with
cross-track gradiometry) or from the various orbits is widely used. Typically the
combination is performed at the level of normal equations. Koch and Kusche
(2002) introduced a Variance Component Estimation (VCE) approach for com-
bining the data acquired by the different observation techniques. In this regard
a summation of the weighted normal equations is done and Equation (2.23) can
be represented as following (Knabe, 2023):

x̂ = N−1W =

(
1

σ2
1

N1 +
1

σ2
2

N2

)−1(
1

σ2
1

w1 +
1

σ2
2

w2

)
, (2.40)

where σ2
1,σ

2
2 are the variance components from the two different observation

groups, acting here as weighting factors and N1,N2 are the normal matrices of
the combined data (first and second). As it was mentioned in Koch and Kusche
(2002), the variance components can be estimated iteratively, but in this work
a one step iterations were used. The combination was applied for merging the
data from the ll-SST and cross-track SGG (Section 6.3.3), from the different or-
bits of the novel triple satellite formations (Section 6.4.4) and from the satellite
constellations of the Bender double pair configuration (Section 6.4.1).

2.9 Multi-step Integrator of Orbital Dynamics
Simulator

Different satellite gravimetry mission scenarios were simulated in the MATLAB/
Simulink software called Extended High Performance Satellite Dynamics Simula-
tor (XHPS) (Wöske et al., 2016). Section 4.2 represents a more detailed descrip-
tion of XHPS.

In XHPS, a multi-step integrator was implemented to calculate the satellite dy-
namics, including the effect of the Earth’s gravity field, various tidal compo-
nents, third-body impacts and non-gravitational forces acting on the spacecraft.
In XHPS, a system of differential equations is transformed into a system of Or-
dinary Differential Equations (ODE) which can be solved by one of the three
numerical integration methods (upon the user choice): two embedded Runge-
Kutta (RK) methods with optional local error control and adapted step size
and an Adams-Bashforth-Moulton (ABM) multi-step predictor-corrector method
with variable order. Wöske (2021) estimated CPU time and step size over the
mean error for ABM and RK schemes and showed the superiority of the ABM
integrator compared to the RK methods in terms of accuracy and efficiency. He
also demonstrated that the ABM of the 8th order reached a maximal accuracy
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for the step sizes that were also considered in this work (2.5 s) and higher orders
do not show any advantage. Therefore, the ABM method of 8th order was used.
As it was mentioned in Wöske (2021), since it is a multi-step method, the com-
putation of the states at the new time point did not consider just the last known
point but as many as the order of the scheme. That is why the number of initial
conditions is the same as the order of the integration scheme. These additional
conditions are automatically computed using the Dormand–Prince (DoPri87) al-
gorithm (Dormand, 2018) and therefore the first steps are computed with the
Dopri87 integrator. The stability of the ABM method solution is a function of
the step size and the order of the scheme.

Equation (2.41) represents a system of the first order ODE that is solved by
numerical integration within XHPS.

∂x

∂t
= ẋ = f (t,x) , (2.41)

where x is the so-called state vector with all variables of the system and f the
right-hand-side vector-valued function (Wöske, 2021).

Multi-step integrators interpolate the backpoints with a polynomial p, which is
evaluated at the desired time tn+1 and analytically integrated (Wöske, 2021). As
it was demonstrated in Montenbruck et al. (2002) integrating Equation (2.41)
from the last known time tn to the new one tn+1 gives:

x (tn+1) = x (tn) +

∫ tn+1

tn

f (t,x(t)) dt ≈ x (tn) +

∫ tn+h

tn

p (t) dt, (2.42)

where the polynomial p (t) approximates f (t,x(t)).

The ABM, so-called ‘predictor-corrector’, algorithm includes the Adams-Bashforth
(AB) and Adams-Moulton (AM) methods. The ‘Prediction’ part (AB) consists
in applying of the Newton method to determine a polynomial p of order m − 1
with m known function values. But the approximation of the function f(tn+1)
at the unknown time-step tn+1 is not accurate enough because it is outside of the
known function values. Therefore, the ‘correction’ step (AM) suggests that the
value at the unknown step f(tn+1) is also considered for the interpolation poly-
nomial p (Wöske, 2021). For a more detailed description of the ABM multi-step
integration method, the reader is referenced to (Shampine, 1975).

2.10 Implemented Mathematics of the
Accelerometer Modeling Environment

This section gives an overview of the mathematical apparatus implemented in
the Accelerometer Modeling Environment (ACME) (Kupriyanov et al., 2024b).
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A detailed description of the ACME software tool is done in Section 4.3. Here, the
basics of the Test Mass (TM) dynamics, including assumptions, are presented.

2.10.1 Test Mass Dynamics - Assumptions and Physical
Model

Equations describing the TM dynamics were taken from Kupriyanov et al. (2024b),
which in turn were adapted from Theil (2002). For the satellite gravimetry mis-
sion utilizing the ll-SST measurement principle, with a single TM located at the
Center of the Mass (CoM) of the spacecraft, the equation of motion of the TM
in the inertial (I ) reference frame looks like:

mẍI = mgI(xI) + FC
I(xI ,ẋI ,XI ,Ẋ

I
) + Fctrl

I , (2.43)

where m is the mass of the TM, xI ,ẋI , ẍI are the position, velocity and accel-
eration vectors of the TM, XI ,Ẋ

I
are the position and velocity vectors of the

satellite, FC
I the coupling force between the TM and the spacecraft, Fctrl

I the
control force that is applied to the TM from the actuation electrodes to keep
the TM centered in the electrode housing. It is important to note, as it was
mentioned in Theil (2002) and regardless of the instrument (e.g., electrostatic,
optical or magnetic) that is utilized for sensing the TM displacements due to
the affected non-gravitational forces, the displacement measurement can not be
obtained without applying a force on the TM. Therefore, the coupling term com-
prises a combination of the force produced by the measurement and other cou-
pling effects between the electrode housing and the TM, for example, residual gas
particle collisions, electrostatic or magneto-static actions, internal gravitational
effects, etc. Various measures can be applied in order to minimize the coupling
effects, for example, magnetic shielding of the accelerometer, substitution of a po-
larization wire by an ultraviolet radiation charge management system (for more
details see Section 3.2), placement of the TM at the CoM of the spacecraft, etc.

For the non drag-compensated mission, Equation (2.43), can be represented in
the satellite frame (S ) as:

mẍS ≈ F S
C − Fctrl

S. (2.44)

This differential equation should account for six degrees of freedom (three linear
and three rotational). However, in the ACME version that was utilized in the
current research, an assumption is made that the relative displacements and in-
clinations of the TM are negligibly small and, therefore, all non-linear and cross
terms have not to be considered (Kupriyanov et al., 2024b). Nevertheless, the
system still can be implicitly represented as six ‘independent’ (given current as-
sumptions) degrees of freedom, taking into account that control forces Fctrl and
torques Tctrl are proportional to the TM’s position and rotation, respectively:
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

Fctrl(x) = b(x)

Fctrl(y) = b(y)

Fctrl(z) = b(z)

Tctrl(ζ) = ζ

Tctrl(θ) = θ

Tctrl(ϕ) = ϕ

, (2.45)

where b(x,y,z) is the displacement of the TM along x, y and z axes, ζ, θ, ϕ are
roll, pitch and yaw angles of the TM.

2.10.2 Second-Order Integrator in Test Mass Dynamics

In the simulation procedure that was implemented (for more details, see Chapter
4), accelerometers and gradiometers modeled in ACME were integrated into the
satellite dynamics simulator (XHPS) in order to simulate their behavior in an
orbiting regime. Therefore, the ‘second-order integrator limited’ Simulink block
that was implemented through ACME allows to integrate the differential Equa-
tion (2.44) with different solvers according to the user preferences (The Math-
Works, 2024a). The aforementioned block is a dynamic system with two contin-
uous states x and dx/dt which solve the second-order initial value problem:

d2x

dt2
= u,

dx

dt

∣∣∣
t=0

= dx0,

x
∣∣∣
t=0

= x0.

(2.46)

Also, a ‘variable step solver’ option was selected within Simulink, as it allows
automatically to adjust the step size (The MathWorks, 2024c). For example,
when the model states change rapidly, the step size is reduced in order to increase
the accuracy and when the model states change slowly, the step size is increased.
Moreover, a local error at each time step was computed and compared w.r.t.
acceptable error and, in case if the latter one was smaller, then the solver reduces
the step size and repeat the procedure.

2.11 Chapter Summary

This chapter gives a detailed overview of the ‘fundamentals’, key terms and the
mathematics that are widely used in this thesis. At the beginning of the chapter,
the representation of the gravity field in spherical harmonic series is introduced
(Section 2.1), then the measurement principles utilized in satellite gravimetry are
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presented (Section 2.2). The chapter continues with the introduction to the am-
plitude spectral density (Section 2.3) and least-squares adjustment procedure in
the gravity field recovery software (Section 2.4). Afterwards, it is explained how
the stochastic modeling was applied in order to down-weight and de-correlate
coloured noise measurements due to the low-frequency drift of the accelerometers
(Section 2.5). In Section 2.6, equations of the physical quantities that can be
used for the validations of the retrieved gravity field models are introduced. Ap-
plied regularization techniques for solving the ‘polar gap’ problem for the inclined
orbits are given in Section 2.7. The applied Variance Component estimation ap-
proach for combining different types of measurements is presented in Section 2.8.
The chapter ends with the description of the multi-step integrator that is used
in the orbital dynamics simulator (Section 2.9) and the description of the test
mass dynamics, assumptions and physical models of the accelerometer modeling
environment (Section 2.10).
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3 Past, Current and Future
Satellite Gravimetry Missions
and Technologies

3.1 Overview of Realised Gravity Missions and
LISA-Pathfinder Flight Heritage

The Challenging Minisatellite Payload (CHAMP) was a satellite developed by
the German Aerospace Center (DLR) and launched in July 2000 from the Rus-
sian launch site Plesetsk into an almost circular, near-polar orbit. This mission
operated for 10 years and ended in 2010. The mission goals were: improved ob-
servations of the static and time-variable components of the gravity field, core
and crustal magnetic fields, electric field, atmosphere sounding and GPS altime-
try as an experiment (Reigber et al., 2006). The hl-SST measurement principle
(see Figure 2.2) was utilized to determine the true orbit of the satellite. Taking
into account the atmospheric perturbations, the difference between the true and
unperturbed orbits provides the Earth’s gravity field (Equation (2.3)). Perturba-
tions caused by non-conservative, or in other words non-gravitational, forces were
measured by the electrostatic Space Triaxial Accelerometer for Research Missions
(STAR) (see Figure 3.1).300 S. Bruinsma et al. / Planetary and Space Science 52 (2004) 297–312

Fig. 2. The STAR reference frame (acc) with respect to the spacecraft
frame (S/C).

satellite is orbiting in its nominal attitude (i.e. yaw, pitch
and roll all equal to zero), both frames are aligned with
the classical (R; T; N ) orbital reference frame: R = radial,
T = tangential (along-track) and N = normal (cross-track),
but with the radial axis pointing upward.

2.2.2. The data
Pre-processing of the raw STAR acceleration measure-

ments (level 1B data with 1 Hz sampling rate) is required in
order to eliminate or correct anomalous data. These anoma-
lies, spikes in particular, have large amplitudes, which have
a signi7cant impact on the mean of the data. Their occur-
rence has been correlated with events such as attitude ma-
noeuvres, the on/oE switching of heaters, and instrument
and satellite data handling system reboots. However, a cer-
tain number of spurious signals remain unexplained to this
day. Level-2 data have therefore been used in this study.
These 10-s normal points are free from (spurious) spikes
and accelerations related to attitude manoeuvres, which in
case of STAR data analysis in view of density derivation
is advantageous. However, when these data are used for or-
bit computation purposes, the non-gravitational acceleration
acting on CHAMP will be erroneous due to the suppression
of manoeuvres.

2.2.3. The calibration equation
Because the voltages required to suspend the proof mass

under laboratory conditions are too high, the STAR ac-
celerometer calibration parameters were not known at the
time of launch. The calibration, i.e. the determination of an
instrumental bias and scale factor per axis, is a key element
for the success of the gravity mission as well as for this
study.
The relationship between the surface accelerations asurf

acting on the satellite, the accelerations apm acting on the
proof mass of the SU, and the output aacc of the accelerom-
eter can be expressed in an equation. The output aacc de-

pends on both the SU and the ICU. Both introduce a bias in
the observations, and they may scale them. The calibration
equation is as follows:

apm = XB+ XSaacc; (1)

where XS and XB represent the global bias and scale fac-
tor of the accelerometer observation due to the two com-
ponents. The acceleration acting on the proof mass can be
decomposed into the following components:

apm = asurf + athr + aecc + aLorentz; (2)

where asurf is the surface acceleration due to atmospheric
drag, solar and terrestrial (albedo and infrared) radiation
pressure; athr is the linear acceleration resulting from the at-
titude control thrusters mismatch and/or misalignment. Each
of the six couples of thrusters induces a linear acceleration
proportional to the thrust duration; aecc is the acceleration
due to the oEset of the proof mass relative to the satellite
centre of mass, de7ned by the eccentricity vector Eecc. We
can write

aecc =! ∧ (! ∧ Eecc) + 2! ∧ dEecc=dt + d!=dt ∧ Eecc
+ d2Eecc=dt2 + Eecc�gg; (3)

where Eecc is the vector satellite CoM-centre of the ac-
celerometer proof mass, ! is the Earth’s rotation rate, and
�gg is the gravity gradient tensor. A speci7c analysis of the
linear accelerations con7rmed that the oEset of the proof
mass is within the speci7cations (Eecc¡ 2 mm), which
means that aecc may be neglected, aLorentz is the acceleration
originating from the Lorentz force acting on the charged
proof mass. According to ONERA, the cage shields the
proof mass from the magnetic 7eld of the Earth and there-
fore the Lorentz force is non-existent. Orbit calculations
in which the Lorentz force was modelled and the corre-
sponding correction to the STAR measurements applied
signi7cantly deteriorated the orbit 7t as compared with the
no-Lorentz-force case. Thus, the Lorentz force is either
not acting on the proof mass or it is much attenuated and
undetectable.

2.2.4. Calibration procedure
The calibration parameters were estimated by means of

CHAMP dynamic orbit adjustment (Section 3.2) and inver-
sion of accumulated normal equations in a least-squares ad-
justment. The trajectory, obtained by numerical integration
of the equations of motion in which the non-gravitational ac-
celerations are provided by the accelerometer, is constrained
by GPS tracking observations. Signi7cant correlation be-
tween orbit parameters, accelerometer calibration parame-
ters and gravity 7eld coe8cients has been demonstrated
through simulation (Schwintzer et al., 2000). Furthermore,
accurate calibration parameters can only be determined us-
ing an iterative process.
The calibration procedure consists of the following

7ve steps, of which the steps (i), (i–v) or (iii–v) may be

Figure 3.1: STAR accelerometer reference frame with respect to CHAMP satellite frame
(Bruinsma et al., 2004)

As a result from the CHAMP mission, the first satellite-only gravity field model
EIGEN-1S was determined, which improved the previous gravity models by more
than a factor 2 (Reigber et al., 2002). Considering more years of Earth observation
with CHAMP, a 10 cm geoid accuracy corresponding to a spatial resolution of
350 km (half wavelength) at the Earth’s surface was resolved and a 1 cm geoid
accuracy threshold obtained at 1000 km spatially (Reigber et al., 2005).
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The Gravity Recovery and Climate Experiment (GRACE) was a joint mission of
the National Aeronautics and Space Administration (NASA) and DLR launched
from Plesetsk in March 2002 and operated till October 2017. The mission goals
were: retrieving the static and time-variable components of the gravity field
for long to medium wavelengths and atmosphere sounding (Case et al., 2010).
GRACE consisted of two identical satellites orbiting in in-line formation within
a range 220 km± 50 km. This mission operated in a LEO, near-polar orbit with
the initial altitude of 485 km. In addition to the instruments that were on-board
the CHAMP mission, GRACE also had a microwave KBR inter-satellite system
(Tapley et al., 2004; Kim and Lee, 2009), since the ll-SST with a high precision
was a fundamental measurement of this mission. The connection of the gradi-
ent of the gravitational field with the observed range between the satellites was
given in Equation (2.4). The contribution to the inter-satellite range from the
non-gravitational forces was measured by electrostatic SuperSTAR accelerome-
ters located at the center of mass of each spacecraft (see Figure 2.3). GRACE
successfully reached the goals and provided the mm-geoid accuracy at globally
high-resolution (up to 350 km) (Dahle et al., 2014). Moreover, the GRACE mis-
sion provided valuable measurements of the temporal variations of Earth’s gravity
field on the global scale (Rodell et al., 2018).

GRACE-Follow On (GRACE-FO) is a successor of the GRACE mission. It
was launched in 2018 with a Falcon rocket from the USA and has similar orbital
parameters, payload and mission goals as GRACE. However, the major innovation
in GRACE-FO was the utilization of the LRI (Sheard et al., 2012) as a technology
demonstrator in addition to the KBR range measurement system. Inter-satellite
distance observations with a laser interferometer provide measurements with nm
level of accuracy (Abich et al., 2019), while the KBR microwave system only
achieved the level of a few µm (Müller et al., 2022). A scheme of the inter-
satellite laser ranging system that was implemented in GRACE-FO mission is
depicted in the Figure 3.2.

Intersatellite laser ranging instrument for GRACE 1085

Fig. 1 Proposed optical layout for the laser ranging instrument (laser frequency stabilisation subsystem not shown). The microwave ranging system
is labeled ‘K/Ka band ranging’ and is centered on axis

be located outside the mirror device, allowing the effective
fiducial measurement point to be placed inside the accelerom-
eter housing or the center of mass of the satellites. In addition,
a number of important parameters are invariant under rotation
around the intersection point (provided there are reflections
from all three surfaces), namely:

– The round-trip pathlength is twice the distance between
the beam starting point and a plane normal to the beam
direction and intersecting the retro-reflector vertex.

– The propagation direction of the reflected beam is always
anti-parallel to the incident beam.

– The lateral beam offset from the axis parallel to the inci-
dent ray but passing through the retro-reflector vertex is
the same for both the incident and reflected rays.

These properties allow the system to maintain high immu-
nity to spacecraft attitude jitter, even with off-axis beams.

For satellite separations of a few hundred kilometers a pas-
sive retroreflector is not feasible and an active transponder is
required. One of the consequences of an active transponder
is that without active beam steering spacecraft attitude errors
will lead to misalignment between the received beam and
the beam transmitted back to the other spacecraft since the
outgoing beam direction would be fixed with respect to the
transmitting spacecraft. The resulting misalignment would
lead to a reduction in contrast to the local heterodyne signal
and to pointing errors of the transmitted beam that reduce
the power received at the distant spacecraft. If the satellite

attitude was sufficiently controlled then this misalignment
might be tolerable. However, for GRACE-like pointing fluc-
tuations of up to 4 mrad (Herman et al. 2004) active beam
steering will be necessary.

In contrast to the GRACE microwave ranging system
which uses dual one-way measurements, the basic LRI archi-
tecture consists of an offset phase-locked transponder. This
enables the heterodyne frequencies to be conveniently con-
trolled (except for the Doppler shifts which are determined by
the relative spacecraft velocity) and kept within the measure-
ment bandwidth. Offset phase locking with high gain/band-
width eliminates the laser frequency noise of the transponder
and any remaining residual is measured by the local phase
measurement.

The offset phase-locked transponder configuration is well
known and demonstrated in laboratory experiments (see for
e.g. Jeganathan and Dubovitsky (2000); Pierce et al. (2008));
however, to authors’ knowledge it has not yet been demon-
strated on orbit for intersatellite ranging. Some of the required
technologies, e.g. phase locking without a frequency offset,
have been demonstrated on orbit in intersatellite laser links
for communication (Tolker-Nielsen and Oppenhaeuser 2002;
Smutny et al. 2008, 2009); however, the architecture is fun-
damentally different.

3 Preliminary requirements

Figure 2 shows the preliminary requirements for the one-way
ranging displacement noise in amplitude spectral density

123

Figure 3.2: Layout of the laser ranging instrument on-board the GRACE-FO satellites
(Sheard et al., 2012)
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The Gravity Field and Steady-State Ocean Circulation Explorer (GOCE) was
developed by the European Space Agency (ESA) and launched in March, 2009
(van der Meijde et al., 2015). It was the first mission utilizing the SGG princi-
ple. This mission was positioned as first Earth Core Explorer and was launched
in a near-circular and sun-synchronous orbit at the initial altitude 255 km and
inclination i = 96.7◦. Such a low altitude was maintained by the drag-free ion-
propulsion system (Canuto, 2008). GOCE goal was to determine the geoid with
an accuracy of 1 − 2 cm at a spatial resolution of 100 km. For this purpose, the
satellite was equipped with a dedicated gradiometer that consisted of six electro-
static accelerometers (3 pairs of 3 axis) oriented orthogonal to each other. The
gravitaional gradient was determined through the differential mode accelerations
(Equation (2.5)). GOCE has provided a geoid with centimeter level of accuracy
at the spatial scales of 80 to 100 km (Gruber and Willberg, 2019).

The Laser Interferometer Space Antenna (LISA-Pathfinder (LPF)) was de-
veloped by ESA and launched in December 2015 from the European spaceport
of Kourou to the parking orbit in the vicinity of Lagrange point L1 (Armano
et al., 2015). The main goal of this mission was to demonstrate feasibility of the
intra-satellite laser interferometer technologies which will be used in future ESA
gravitational wave observatory named LISA (Armano et al., 2018a). For this
purposes, LPF carried two heavy (1960 g), compared to those that were used in
satellite gravimetry before (e.g., 72 g in GRACE-FO), cubical-shaped test masses
with a high precision laser metrology block, forming so-called optical accelerom-
eters. In addition, the LPF spacecraft was equipped with a drag-free control
using an ultra-precise propulsion system (Armano et al., 2015). Figure 3.3 from
Armano et al. (2019) shows a simplified sketch of the LPF satellite with its major
technical components.

control. Because the commanded torques on the satellite are
driven by the drag-free control of the differential linear
displacement of the masses along the Y- and Z-axes, as
previously mentioned, the attitude control is realized indi-
rectly. First, the attitude control demands differential forces
on the masses according to information coming from the star
trackers. Then, the drag-free loop corrects the induced
differential displacement by requiring a rotation of the
spacecraft, thus executing the rotation imposed by the star
trackers.

IV. STEADY-STATE PERFORMANCE:
A FREQUENCY DOMAIN ANALYSIS

This study focuses on the LPF data during the
measurement campaign where very long noise-only runs
were operated in nominal science mode [22]: data
collected in April 2016 and January 2017 are considered
here. The “noise-only run” designation means that the
closed loop is left to operate freely without injecting any
excitation signal of any kind. The 15 in-loop measure-
ments, listed in Table I, are studied in the frequency
domain. As in-loop measurements, they do not strictly
reflect the dynamical state (i.e., the true displacements) of
the TMs inside their housings, but represent the error
signal of the control loop for each measurement channel,
the working point being zero for all the d.o.f. except for
the S/C attitude. The week-long data sets sampled at
10 Hz are processed through Welch’s modified periodo-
gram method [23,24] to estimate variance-reduced power
spectral densities of the measurement outputs, using

fifteen 50% overlapping Blackmann-Harris windowed
average segments.
As an example, Fig. 2 shows the spectral density of the

o1 channel during the April 2016 run, i.e., the in-loop
optical sensor readout of the x1 coordinate (cf. reference
axes of Fig. 1). In the figure are traced together the
observed data (in solid blue) and the sum of all the con-
tributors (in red), as predicted by a SSM of the closed-loop
system [25] [cf. Sec. V and Eq. (2)]. The remaining lines
show the breakdown of the different components that
contribute significantly to the sum: the external, out-of-
loop forces applied on the S/C and the GRS sensing noise
(mostly z1 and z2 sensing noise as visible after breaking
down the contribution further) which are superimposed.

FIG. 1. Simplified sketch of LISA Pathfinder apparatus. The
system of coordinates used to describe the displacement of the
test masses (purple sets of axes) and of the spacecraft (green set of
axes) is made explicit.

FIG. 2. Decomposition of the spectral density of the in-loop
interferometer (IFO) measurement along x1 (also called o1 in the
text, for optical x1), giving the linear motion of TM1 along x, into
the various contributions from the sensing noises and the external
disturbances. The solid blue curve corresponds to the LPF data.
The red curve is built from modeled closed-loop transfer
functions (SSM) with noise level from Table II. The other curves
give the individual contributions of the most relevant noise
channels. This plot is assuming a GRS z sensing with a noise
floor of 1.8 × 10−9 mHz1=2 and a 1=f noise increase from 1 mHz
and below. The S/C force and torque noise levels, extracted from
Eq. (4), are all measured to be consistent with white noise. The
white noise level along the X-axis is measured to be of
0.17 μNHz−1=2. See Sec. VI and Table II for more details.

M. ARMANO et al. PHYS. REV. D 99, 082001 (2019)

082001-4

Figure 3.3: Simplified scheme of the LISA-Pathfinder spacecraft (Armano et al., 2019)
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Two test masses were put in a nearly perfect gravitational free-fall and the laser
interferometer measured the relative position and orientation of one of the test
masses with respect to the other one (Armano et al., 2016). The LPF showed
very promising results. Among other things, it has demonstrated the benefit of a
drag-free system in combination with optical accelerometry (Armano et al., 2019;
Wanner, 2019; Bortoluzzi et al., 2021; Miller and Mendes, 2023).

Table 3.1 summarizes information regarding realised LEO satellite gravimetry
missions (CHAMP, GRACE, GRACE-FO and GOCE) and LPF. The missions
are sorted there by year of the launch and the table includes the actual mission
duration, orbital parameters (initial altitude and inclination), major payload in-
struments, mission goals and main features.
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3 Past, Current and Future Satellite Gravimetry Missions and Technologies

3.2 Accelerometers Used in Gravimetry Missions

The use of accelerometers in orbit for gravity field missions started with the
German CHAMP mission in 2000. The electrostatic 3-axis Space Triaxial Ac-
celerometer for Research Missions (STAR) was on-board CHAMP measuring
capacitvely three linear and three angular accelerations. In the measurement
range of ±10−4ms−2, STAR achieved a resolution of better than 3× 10−9ms−2

for the y and z axes, or corresponding to the along-track and cross-track di-
rections (see Figure 3.1). For the x axis (nadir direction), 3 × 10−8ms−2 was
achieved (Touboul et al., 2012). The test mass with a shape of parallelepiped,
made from titanium alloy and coated by chromium, has been suspended by six
servo-controlled loops according to its six degrees of freedom. In principle, all elec-
trostatic accelerometers utilized the so-called ‘servo-controlled’ concept (Touboul
et al., 2012), where the applied electrostatic correction forces keep the test mass
motionless in the electrode housing according to the capacitive sensing. In the
left part of Figure 3.4, a STAR sensor unit is depicted.

The SuperSTAR accelerometer that was utilized in both GRACE and GRACE-
FO missions became the successor of the STAR instrument. This quasi-identical
sensor, with certain advantages, was able to achieve the 10−10ms−2 level of accu-
racy (Daras and Pail, 2017). The mechanical core of the SuperSTAR, including
the test mass and the plates with the electrodes, is shown in the middle of Figure
3.4.

The satellite gravity gradiometry mission GOCE utilized electrostatic accelerom-
eters called GRADIO, which in principle are identical to the STAR and Super-
STAR instruments, but heavier and with a denser proof mass (Touboul et al.,
2012). In GRADIO a platinum-rhodium alloy was used, which has more weight
(320 g) in the same dimensions rather than the other STAR-class instruments.
Heavier proof masses together with larger gaps between the test mass and the
surrounding electrode housing enables a measurement precision at the level of
3 × 10−12ms−2 (Rodrigues et al., 2022) along the high sensitive axis of the gra-
diometer (Marque et al., 2010; Touboul et al., 2016).

However, all current STAR-class electrostatic accelerometers (STAR, SuperSTAR
and GRADIO) have a characteristic feature that also acts as one of the major
limiting factors in nowadays satellite gravimetry missions. Figure 3.5 shows a
comparison of the ASD of the accelerometers, where a prominent decrease of
accuracy at the frequencies below 1mHz is noticeable. This reflects the so-called
‘drift’ of the electrostatic accelerometers (Frommknecht et al., 2003; van Camp
et al., 2021) that is mainly caused by the polarization wire that connects the test
mass with the electrode housing and is a significant source of stiffness (Christophe
et al., 2015). This polarization wire is needed to remove the accumulated electrical
charge that occurs due to bombarding cosmic rays. A significant contribution to
this drift is also provided by the thermal instability of the system (Dalin et al.,
2020; Maquaire et al., 2023).

The LISA-Pathfinder (LPF) mission was a pioneer of utilizing optical interferom-
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3.2 Accelerometers Used in Gravimetry Missions

1 2 3

Figure 3.4: State of the art accelerometers. 1 - STAR sensor unit before integration in
the CHAMP satellite (Touboul et al., 2012); 2 - SuperSTAR accelerometer
mechanical core from GRACE mission (Touboul et al., 2012); 3 - Electrode
housing (top) and test mass (bottom) of the LISA-Pathfinder mission (Ar-
mano et al., 2015)
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Figure 3.5: Comparison of the ASD sensitivities of current accelerometers. SuperSTAR
used in GRACE and GRACE-FO [1] - Daras and Pail (2017); high-sensitive
axis of GRADIO from GOCE [2, 3] - Touboul et al. (2016), Marque et al.
(2010); GRS from LISA-Pathfinder [4] - Armano et al. (2018a)
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3 Past, Current and Future Satellite Gravimetry Missions and Technologies

etry to readout the test mass displacements. The optical accelerometer of LPF
is called Gravitational Reference Sensor (GRS) (Armano et al., 2018a). Several
novel techniques were used in space in the GRS for the first time. One of the ma-
jor innovations was the use of an ultraviolet radiation charge management system
(Armano et al., 2018b) instead of a polarization wire that was used in previous
spaceborne electrostatic accelerometers. The working principle of the wireless
charge management system was explained in Sumner et al. (2020) and consists
of impinging ultraviolet light on the test mass which excites and expels the extra
electrons from the test mass, keeping the electrostatic noise sources at an accept-
able level. The utilization of wireless discharging technology allowed to increase
the cubical-shaped test mass weight up to 1960 g and the gap between the proof
mass and electrode housing. All these innovations, together with the operating
LPF in the quiet space environment in the vicinity of the Sun-Earth Lagrange
point L1, with almost complete absence of non-gravitational disturbing forces, al-
lowed to reach an accuracy at the unprecedented level of 2×10−15 (m/s2)/

√
Hz for

a frequency range approximately from 1mHz to 30mHz (Armano et al., 2018a).
The amplitude spectral density of the GRS from LISA-Pathfinder is depicted in
Figure 3.5 and a photo of the electrode housing with the cubic-shaped test mass
on the right side of Figure 3.4.

Table 3.2 summarizes the major design characteristics and performance levels of
the STAR-class electrostatic accelerometers (STAR, SuperSTAR and GRADIO)
together with the optical inertial sensor GRS from the LISA-Pathfinder mission.

Table 3.2: Summary table of accelerometer performances and design parameters (based
on Touboul et al. (1999, 2012); Armano et al. (2018a); Rodrigues et al. (2022))

Space mission CHAMP
(2000-2010)

GRACE (2002-2017)
GRACE-FO (2018-now)

GOCE
(2009-2013)

LISA-Pathfinder
(2015-2017)

Accelerometer name STAR SuperSTAR GRADIO GRS
Accelerometer type electrostatic electrostatic electrostatic optical
Charge management
system polarization wire polarization wire polarization wire wireless, LED UV

Measurement
bandwidth (Hz) 10−4 to 10−1 10−4 to 10−1 5× 10−3 to 10−1 10−4 to 100

Level of accuracy
((m/s2)/

√
Hz @ 1mHz)

3× 10−9 ∼1× 10−10 3× 10−12 2× 10−15

Test mass material Chromium coated
Titanium alloy

Chromium coated
Titanium alloy

Platinum-rhodium
alloy

Gold-platinum
alloy

Test mass weight (g) 72 72 320 1960
Test mass dimensions
(mm) [x/y/z] 40 / 10 / 40 40 / 10 / 40 40 / 10 / 40 46 / 46 / 46

Gap between the test
mass and electrode
housing (mm) [x/y/z]

0.075 / 0.06 / 0.075 0.175 / 0.06 / 0.175 0.299 / 0.032 / 0.299 4 / 2.9 / 3.5

3.3 Overview of Upcoming Gravimetry Missions

Mass change was identified by US National Academy of Sciences in the Decadal
Survey for Earth Science and Applications as one of the five designated ob-
servables that have the highest priority in terms of Earth observations for the
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2017-2027 decade (Wiese et al., 2022). For this purpose and in order to have
a continuity in the time-series of gravity measurements, a successor of the cur-
rent GRACE-FO mission called GRACE-Continuity (GRACE-C), previously
known as Mass change mission, is anticipated. At the time of writing (first half of
2024), GRACE-C successfully passed the Preliminary Design Review (PDR), ma-
jor steps towards its realization started and the mission is planned to be launched
in 2028. According to the press releases, published on 19 March 2024, by Air-
bus (Airbus, 2024), DLR (DLR, 2024) and Albert Einstein Institute (AEI, 2024),
GRACE-C is expected to be built in a German-American partnership and shall
substitute the current GRACE-FO mission, utilizing in general the same instru-
ments, technologies and near-polar (i = 89◦) orbit. According to Haagmans and
Tsaoussi (2020), GRACE-C will only use a LRI as an inter-satellite laser ranging
instrument.

On the European side, another GRACE-like satellite gravimetry pair called Next
Generation Gravimetry Mission (NGGM) is planned to be launched in 2031
into an inclined orbit (i = 65◦-70◦) with a drag-compensation system. GRACE-
C in near-polar orbit and NGGM in an inclined one form the Mass change And
Geosciences International Constellation (MAGIC). The ESA Council Meeting
at Ministerial Level allocated e 2.7 billion for Earth science research in Novem-
ber 2022, in particular e 120 million for the MAGIC project (ESA, 2022). The
MAGIC double pair, so-called Bender (Bender et al., 2008) constellation, shall
reach an unprecedented high spatial and temporal resolution of less than one week
and provide a significant contribution to emergency and near-real-time (from
daily to subweekly) applications (Massotti et al., 2021). In the mission require-
ment document, the threshold accuracy of 10.1 cm EWH at high spatial resolution
260 km for unfiltered solutions was mentioned. Also, (Daras et al., 2023) demon-
strated that the double satellite pair MAGIC formation could significantly lower
the detectable earthquake moment magnitude from M 8.8 to M 8.0 compared to
weekly solutions of a single-pair configuration.

However, the topic of orbit selection, in particular inclination and altitude for the
NGGM (inclined) mission is a complicated problem. It poses a trade-off between
reduction of retrieval errors at latitudes that will be covered by both satellite pairs
and at high-latitude regions which would be visited only by the single near-polar
pair (Heller-Kaikov et al., 2023). In the MAGIC Mission Requirement Document
(Haagmans and Tsaoussi, 2020) an inclination between i = 65−70◦ was proposed.
Multiple orbit optimization studies for satellite gravimetry were carried out, for
example, by Iran Pour et al. (2021); Murböck et al. (2014). Specific double
pair constellations were also broadly studied by Iran Pour et al. (2015); Dobslaw
et al. (2016); Daras and Pail (2017); Hauk and Pail (2018); Dionisio et al. (2018);
Srinivasan et al. (2019); Purkhauser et al. (2020); Haagmans et al. (2020); Hauk
and Wiese (2020); Massotti et al. (2021); Wiese et al. (2022); Heller-Kaikov et al.
(2023); Kupriyanov et al. (2024b).

In this thesis, an inclined orbit for NGGM with an altitude of around 400 km and
an inclination i = 70◦ was considered. According to Heller-Kaikov et al. (2023),
these orbital parameters, together with a drag-compensation system, should allow
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to get a 5-day repeat subcycle.

As it was already mentioned in Section 1.1, since CAI accelerometers are antic-
ipated to have a high-level resolution performance, using these sensors in ll-SST
configuration provide an interesting perspective for measuring the time-variable
gravity field (Haagmans et al., 2020). The recently started Cold Atom Rubid-
ium Interferometer in Orbit for Quantum Accelerometry - Pathfinder Mission
Preparation (CARIOQA-PMP) project, funded by the European Union, has
an objective of increasing the technology readiness level and preparing a Quantum
Pathfinder mission for space gravimetry by 2030 (Lévèque et al., 2023).

On 9 May 2024, the University of Florida published a press release stating that
NASA has selected their proposed Gravitational Reference Advanced Technology
Test in Space (GRATTIS) mission for a launch around 2027 aboard a SpaceX
Falcon 9 rocket (Hinds, 2024). This mission is supposed to demonstrate end-to-
end functionality and the accuracy level of the Simplified Gravitational Reference
Sensor (SGRS) (ESTO-NASA, 2024). Two identical SGRS are planned to be
mounted next to each other at the center of mass of the commercial microsatel-
lite. The mission goal is declared to demonstrate the acceleration noise level
of 10−11 (m/s2)/

√
Hz. Within the next years the science team of the University

of Florida, together with other institutes and companies, will finalize the sensor
technology and integrate it into the spacecraft.

3.4 Novel Electrostatic Accelerometer Concepts

Various studies have been carried out evaluating the performance of anticipated
inertial instruments and their concepts, as mentioned in the Introduction. In this
section, a more detailed overview of four well-studied, realistic and technically
feasible concepts of electrostatic accelerometers for the near future is given.

Fifteen accelerometers developed and built by the French aerospace lab ONERA
have been used in space for geodesy and fundamental physics applications (Ro-
drigues et al., 2022). This manufacturer, which also built electrostatic accelerom-
eters for all previous gravimetry missions, i.e. GRACE, GOCE and GRACE-FO,
presented two STAR-class concepts of electrostatic accelerometers with a cubic-
shaped test masses, named CubeSTAR and MicroSTAR (Dalin et al., 2020).
A cubic proof mass gives various advantages, in particular enabling the same
level of accuracy on all three axes with full performance in orbit (Rodrigues
et al., 2022). This is important since with parallelepiped-shaped test masses of
the SuperSTAR and GRADIO accelerometers additional geometry adjustings,
i.e. gap reduction has to be done. MicroSTAR is supposed to have a cubic
proof-mass with a 3 cm side length, while the CubeSTAR has 2 cm, and lower
voltages to simplify the electronics and make this sensor compatible for Cube-
Sat missions. Both instruments, CubeSTAR and MicroSTAR, shall sense the
non-gravitational accelerations in six degrees of freedom, i.e. three linear and
three rotational. It is expected that CubeSTAR will have an analog control of
the proof mass, while MicroSTAR a digital one with an option of analog for
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lower power consumption (Dalin et al., 2020). CubeSTAR is anticipated to have
a similar level of accuracy (∼ 1 × 10−10 (m/s2)/

√
Hz @ 1mHz with 100 µm gap

between test mass and electrode housing) as the SuperSTAR instrument, but in
all three axes. MicroSTAR shall reach the GRADIO accelerometer level of per-
formance ∼ 2 × 10−12 (m/s2)/

√
Hz @ 1mHz (Christophe et al., 2018). But for

both concepts the mechanical noise of the thin gold wire is a limiting factor (Ro-
drigues et al., 2022). Mechanical cores as well as physical development models of
CubeSTAR and MicroSTAR accelerometers are shown in Figure 3.6. The ASD
curve of the MicroSTAR instrument is given in Figure 3.7 where a prominent
drift in the low-frequency domain is noticeable.

1 2 43

Figure 3.6: Improved accelerometer concepts. 1 - CubeSTAR mechanical core (top)
and CubeSTAR prototype under integration (bottom) (Christophe et al.,
2019); 2 - MicroSTAR mechanical core (top) and its development model of
the Front End electronics (bottom) (Christophe et al., 2015); 3 - Section
view of the charge management (CM), electrode housing (EH) and test mass
(TM) of the SGRS (Dávila Álvarez et al., 2022); 4 - Scheme of the LISA-
GRS test mass for future inter-satellite geodesy missions (Weber et al., 2022)

Dávila Álvarez et al. (2022) developed a novel Simplified Gravitational Reference
Sensor (SGRS) that could be used in future gravimetry missions. There, a heavy
(540 g) cubic-shaped test mass is supposed to have a wireless UV photoemission-
based charge management system. Eliminating the polarization wire allowed to
have a larger gap between the proof mass and the electrode housing. The SGRS
performance has been evaluated in two mission scenarios: at 350 km altitude on
a drag-free platform and at 500 km in a non-drag compensated regime. In the
latter scenario, a level of accuracy of ∼ 6 × 10−12 (m/s2)/

√
Hz is anticipated.

Despite the fact that SGRS measures the test mass displacements and rotation
capacitively, it is possible, in principle, to utilize optical sensors to determine TM
position and attitude.

A scheme of the SGRS, including the charge management system, electrode hous-
ing and a test mass, is shown in Figure 3.6 and the ASD curves of both scenarios
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Figure 3.7: Comparison of the ASD sensitivities of improved accelerometer concepts.
MicroSTAR [1] - Dalin et al. (2020); SGRS on drag-free and non-drag com-
pensated platforms [2] - Dávila Álvarez et al. (2022); LISA-GRS for future
inter-satellite geodesy missions [3] - Weber et al. (2022)

are plotted in Figure 3.7.

Another concept of an inertial instrument is called LISA-GRS for future inter-
satellite geodesy missions, that was inspired by the performance of optical ac-
celerometry from the LISA-Pathfinder mission, was proposed by Weber et al.
(2022). There, an even heavier (790 g), also cubic-shaped (side 34mm) test mass
is capacitively sensed and the UV photoemission wireless charging system is used.
Authors are anticipating a residual proof mass acceleration noise at the level of
2 (pm/s2)/Hz−1/2 at 1mHz. A sketch of the LISA-GRS test mass is shown in Fig-
ure 3.6 and the ASD curve of the anticipated instrument performance in Figure
3.7.

Table 3.3 summarizes the major design characteristics and performance levels of
some of the electrostatic accelerometers concepts, i.e. CubeSTAR, MicroSTAR,
SGRS and LISA-GRS.
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Table 3.3: Summary table of enhanced electrostatic accelerometers concepts, their per-
formances and design parameters (based on Christophe et al. (2018); Dalin
et al. (2020); Dávila Álvarez et al. (2022); Weber et al. (2022); Liorzou et al.
(2023)). * specific test mass material and gap of the CubeSTAR accelerom-
eter depends on the mission specification (Portier (2024) personal communi-
cation); ** estimated from the test mass size given by Dalin et al. (2020) and
considering platinum-rhodium material; *** non drag-free platform

Accelerometer
name CubeSTAR* MicroSTAR SGRS

LISA-GRS for
Future Intersatellite
Geodesy Missions

Proposed by ONERA ONERA Dávila Álvarez et al. (2022) Weber et al. (2022)
Accelerometer type electrostatic electrostatic (with an option of optical)
Charge management
system polarization wire polarization wire wireless, LED UV wireless, LED UV

Level of accuracy
((m/s2)/

√
Hz @ 1mHz)

∼1.5× 10−10 ∼3.9× 10−12 ∼ 6× 10−12*** ∼ 2× 10−12

Test mass material Platinum-rhodium
alloy

Platinum-rhodium
alloy

Gold coated
Titanium alloy

Gold-platinum
alloy

Test mass weight (g) 65** 218 540 790
Test mass dimensions
(mm) [x/y/z] 20/ 20/ 20 30/ 30/ 30 30/ 30/ 30 34/ 34/ 34

Gap between the test
mass and electrode
housing (mm) [x/y/z]

0.1/ 0.1/ 0.1 0.4/ 0.4/ 0.4 1/ 1/ 1 0.8/ 0.8/ 0.8

3.5 Chapter Summary

This chapter gives an overview of the realized LEO satellite gravimetry missions
(CHAMP, GRACE, GOCE, GRACE-FO) and LPF flight heritage (Section 3.1)
with the comparison of their accelerometer performances and design parame-
ters (Section 3.2). The chapter ends with an overview of upcoming spaceborne
gravimetry missions (Section 3.3) and the discussion of four improved concepts
of electrostatic accelerometers and the comparison of their level of accuracy and
technical features (Section 3.4).
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4 Simulation Procedure and
Software Overview

In this chapter, a closed-loop simulation procedure and the basics of the im-
plemented software tools are described. Different software parts and tools were
utilized in order to perform satellite dynamics calculations (Section 4.2), simu-
late novel accelerometers and gradiometers (Section 4.3) and retrieve gravity field
models using various sensors in different satellite formations (Section 4.4).

4.1 Closed-loop Simulation Procedure

A Matlab/Simulink software named eXtended High Performance Satellite Dy-
namics Simulator (XHPS) (Wöske et al., 2016; Wöske, 2021) was utilized to sim-
ulate the dynamics of the various spaceborne gravimetry missions, i.e. similar to
GRACE and GOCE, as well as novel satellite formations. The XHPS environment
conveniently allows also to include ancillary instruments, i.e. a drag compensa-
tion system (Knabe et al., 2022). As it is illustrated in the block-scheme diagram
of the closed-loop simulation procedure for ll-SST cases in Figure 4.1, calculated
coordinates of two spacecraft are given as an input to the GFR software tool
Quantum Accelerometry (QACC) (Wu, 2016), which is coded in Fortran and op-
erated at the Leibniz University Computational Cluster, due to the involved high
computational demands. For the ll-SST (GRACE-like) simulations, noise-free
range accelerations are generated at the satellite positions that are provided from
XHPS. Modeling of the various accelerometers and gradiometers is carried out
with the tool ACME, (Kupriyanov et al., 2024b). This software tool was designed
to work as a standalone or integrated into the satellite simulator XHPS. ACME
runs concurrent with XHPS in Simulink. The noise budget of the accelerome-
ters and gradiometers is acquired as ASDs in the frequency domain. Afterwards,
the ASDs are transformed into instrument noise time-series. Finally, in QACC
the noise-free range accelerations are combined with inertial instruments’ and
range sensor noise’ time-series. After the estimating of the SH parameters of the
retrieved gravity field model by least-squares adjustment, the obtained gravity
model is compared with the reference one. As a reference gravity field, the Eu-
ropean Improved Gravity model of the Earth by New techniques (EIGEN)-6C4
has been taken. This high-resolution global gravity field model up to SH degree
and order (d/o) 2190 include: LAGEOS-1/2 satellite laser ranging data to d/o
30, GRACE GPS satellite-to-satellite tracking and K-band range-rate data till
d/o 175, GOCE data and terrestrial global anomaly data (Förste et al., 2014).

For GFR from satellite gradiometry missions, the procedure is, in general, similar
to ll-SST. The difference is that only a single satellite orbit has to be integrated
in XHPS and the noise-free gravity gradients are then combined with the cor-
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Figure 4.1: Block-scheme diagram of the closed-loop simulation procedure for ll-SST
simulations
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responding gradiometer noise time-series in the GRADIO GFR software (Wu,
2016). The block diagram of the closed-loop procedure for the SGG case is
shown in Figure 4.2.

4.2 Satellites Dynamics Simulator

XHPS was developed by the Center of Applied Space Technology and Micro-
gravity (ZARM, Bremen) and the Institute for Satellite Geodesy and Inertial
Sensing, German Aerospace Center (DLR, Bremen). This Matlab/Simulink soft-
ware transforms a system of differential equations into a system of ordinary
differential equations and solves it with double precision. Dynamics of single
or multiple spacecraft are calculated by applying a multi-step integrator which
user can select (Wöske, 2021). For satellite dynamics simulations in this work,
an Adams-Bashforth-Moulton predictor-corrector integrator of 8th order was uti-
lized (Section 2.9). Various input parameters can be selected by the user, e.g., the
static gravity field with certain maximum degree and order, different time-variable
tidal models (ocean, solid Earth, Pole tide) as well as third-body contributions
and non-gravitational forces. Also, different spacecraft shapes can be considered
in XHPS. In this work, for all simulations (except section with modified space-
craft shapes), a finite element model of the GRACE-like satellite was considered
(Wöske et al., 2018). In Subsection 4.2.1, the considered background and envi-
ronmental models, as well as the non-conservative forces that are crucial in LEO
satellites dynamics, are introduced. Subsection 4.2.2 introduces key parameters
of the simulated orbits.

4.2.1 Environmental Background Models and
Non-gravitational Forces

Accurate orbit propagation of the LEO gravimetry satellites is possible with de-
tailed and high-precision modeling of the perturbations acting on the spacecraft.
In reality, precise orbit determination of gravimetry satellites is required for ob-
taining plausible results (Wöske et al., 2018). In the utilized orbital dynamics
simulator XHPS, various background models are possible to be included in the
simulations. Table 4.1 summarizes perturbations that were included in the or-
bital simulations in this study as well as the considered SH degrees and orders
(d/o). In particular, the static gravity field EIGEN-6C4 (Förste et al., 2014) was
used till d/o 180, for ocean tides, the EOT11a model Savcenko and Bosch (2012)
till d/o 120 was selected, and the IERS 2010 (Petit and Luzum, 2013) models for
solid Earth tides (till d/o 4) and pole tides (till d/o 180). The analytical DE430
ephemeris model of Folkner et al. (2014) was chosen for calculating the orbit
of the spacecraft. Also, solar and lunar impacts were included in the satellite
dynamics computations.

Non-conservative, so-called non-gravitational forces affecting the satellites can be
caused by five sources in XHPS: Air Drag (D), Solar Radiation Pressure (SRP),
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Thermal Radiation Pressure (TRP), Earth albedo (Ealb) and Infrared Irradiance
(IR). The considered models of the non-gravitational forces are also listed in the
Table 4.1. For example, the calculation of air drag was based on the JB2008
atmosphere density model (Bowman et al., 2008) which, in turn, is correlated
with the solar activity. For SRP calculation, a point-like Sun and geometric
eclipse options were selected. The satellite’s relative velocity computation was
based on the Horizontal Wind Model 1993 (Hedin et al., 1996). Earth albedo and
infrared irradiance were taken from the hourly Clouds and the Earth’s Radiant
Energy System (CERES) database and geostationary Top of Atmosphere (ToA)
fluxes (Doelling et al., 2013, 2016).

The strengths of the non-gravitational forces depend on multiple factors, such
as altitude of the orbit, type of solar activity (high or low), shape and mass
of the spacecraft, etc. In all orbit simulations in this study, the mass of a single
spacecraft was considered equal to 478 kg, which is close to the GRACE launching
weight (NASA, 2002). A finite element model of the GRACE satellite body was
used (Wöske et al., 2018) and a constant drag coefficient equal to 2.25 was taken.
This value was selected in accordance with the analysis of Wöske et al. (2018). It
is in the range of a typical number for a convex-shaped spacecraft (Montenbruck
et al., 2002).

Table 4.1: Considered background models in orbital simulations. [1] - Förste et al.
(2014); [2] - Savcenko and Bosch (2012); [3] - Petit and Luzum (2013); [4] -
Folkner et al. (2014); [5] - Bowman et al. (2008); [6] - Doelling et al. (2013);
[7] - Doelling et al. (2016)

Perturbation Model Remark
Static gravity field EIGEN-6C4 [1] considered till d/o 180
Ocean tides EOT11a [2] considered till d/o 120
Solid Earth tides IERS 2010 [3] considered till d/o 4
Pole tides IERS 2010 [3] considered till d/o 180
Ephemeris model DE430 [4] -
Third bodies:
- Sun
- Moon

- -

Non-gravitational forces: - -
- Air Drag (D) JB2008 [5] -

- Solar Radiation Pressure (SRP) - - SRP calculation case: point-like Sun
-Eclipse calculation case: geometric eclipse

- Thermal Radiation Pressure (TRP) - -

- Earth albedo (Ealb) Daily CERES and geostationary
ToA fluxes [6; 7] -

- Infrared Irradiance (IR) Daily CERES and geostationary
ToA fluxes [6; 7] -

In this study, a one-month mission duration in May 2002 was considered. Ac-
cording to the history of the sunspot number, which represents the activity of the
entire visible disk of the Sun (NOAA, 2024), provided by the SILSO World Data
Center (1954-2024), there was one of the solar maxima (Figure 4.3). A period
with high solar activity (when the air-drag and SRP are high) was deliberately
chosen to make sure that the parameters for the electrostatic levitation of the
TM were sufficient and the accelerometer would not saturate.

Figure 4.4 shows the amplitude spectral density comparison of the affected non-
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Figure 4.3: Monthly mean (blue) and 13-month smoothed (red) international sunspot
number (SILSO World Data Center, 1954-2024)

gravitational accelerations in the altitude 450 km for years with high (May, 2002)
and low (May, 2006) solar activities. A one order of magnitude difference can be
noticed between the curves.
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Figure 4.4: Amplitude spectral density of the non-gravitational accelerations for the
year with high solar activity (2002) and low solar activity (2006). Orbit
parameters: h = 450 km, i = 89◦
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Time-series of the non-gravitational accelerations at altitude 450 km are shown
for May, 2002 in Figure 4.5. Taking into account the mass of the satellite Msat =
478 kg, dissipative accelerations were calculated in XHPS from the corresponding
forces:

anon-grav =
Fnon-grav

Msat
. (4.1)

In along-track (upper graph in Figure 4.5) and cross-track (middle graph) direc-
tions, the largest perturbation comes from the D (blue curve). While in nadir
direction, SRP, consisting of absorbing or reflecting the photons from the Sun,
is dominating. TRP due to the heating of the satellite, Ealb and IR from the
Earth’s surface have minor effects in comparison to the former ones.
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Figure 4.5: Time-series of the non-gravitational accelerations that were considered in
the orbit simulator for May, 2002. Orbit parameters: h = 450 km, i = 89◦.
Note the different orders of magnitude on the plots.

4.2.2 Description of the Simulated Orbits

Since one focus of this study is to evaluate the performance of the novel accelerom-
eters and gradiometers and also investigate novel satellite formations, different
orbits, listed in the Table 4.2, were simulated. Altitudes of the considered orbits
vary from 247 km to 478 km according to the type of mission. Inclinations and
right ascension of the ascending node angles are also given in the table. Orbits
#1 and #4 have parameters according to the MAGIC mission requirement docu-
ment (Haagmans and Tsaoussi, 2020) that will realize a so-called Bender double
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satellite pair constellation. The first orbit (#1) was taken for comparison of the
GFR results in the ll-SST case (GRACE-like), and together with orbits #2 and
#3, they form novel triple satellite formations. Finally, the lowest orbit #5 was
chosen for performing SGG analyses. In all near-polar orbits except the inclined
one (#4), an inclination around i = 90◦ was taken in order to have a small polar
gap area. Also, a Line of Sight (LOS) attitude control system was chosen for all
scenarios to ensure a precise pointing of the leading and trailing satellites to each
other. Orbits #1 to #3 are considered as non-drag compensated, while #4 and
#5 are drag-free. There, the effect of all non-gravitational forces was not included
in the orbital simulations or, in other words, a perfect drag compensation system
was assumed.

Table 4.2: Overview of the orbits utilized in the simulations

orbit
index

mean
altitude

[km]

i
[°]

Ω
[°]

mean inter-sat.
distance [km]

Drag
compens. type of GFR simulation

1 478.48 89.03 203.47 207.55 no
- Near-polar orbit in ll-SST comparison
- Near-polar orbit in Bender constellation
- Near-polar orbit in novel triple satellite formation

2 478.48 90.03 203.47 207.87 no - 2nd orbit in novel triple satellite formation
(differ by inclination)

3 478.48 89.03 204.47 207.79 no - 2nd orbit for novel triple satellite formation
(differ by RAAN)

4 396.55 70.01 203.47 194.79 yes - Inclined orbit in Bender constellation

5 247.35 89.03 203.47 203.96 yes - Near-polar orbit in SGG comparison
- Near-polar orbit for combination ll-SST + SGG

4.3 Inertial Sensor Modeling Environment

Electrostatic and optical accelerometers and gradiometers with the parameters
based on the GRS from the LISA-Pathfinder mission were modeled in Mat-
lab/Simulink software, called ACME (Kupriyanov et al., 2024b). This toolbox
was mainly developed by the Max Planck Institute for Gravitational Physics at
Albert Einstein Institute (Reis et al., 2022a), in a collaborative project of the
SFB 1464 Relativistic and Quantum-based Geodesy (TerraQ). The author of this
thesis also contributed in testing, debugging and integrating of ACME in the
satellite dynamic models in XHPS software. This section gives an overview of
the techniques, physical models and approaches that were incorporated in SGRS
instruments in ACME, that replicate processes of real instruments. Correspond-
ing assumptions are also mentioned.

4.3.1 Accelerometers Modeling

In general, accelerometers can be divided into three groups according to their
measurement techniques: electrostatic, optical and CAI (Chapter 1). The first
two are able to be simulated in ACME. Electrostatic and optical inertial sensors
measure a control signal voltage which corresponds to the actuation force applied
to the TM in order to keep it at the nominal position in the non-drag free or
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4.3 Inertial Sensor Modeling Environment

accelerometer regime. More precisely, this force ensures that the TM remains
centered within the EH (Kupriyanov et al., 2024b). In case of electrostatic sensors,
this voltage is caused by a discrepancy between capacitance on a pair of electrodes
around the TM due to its movement. An acting acceleration can be inferred from
the control voltage by applying the appropriate transfer function. For a capacitive
sensing, electrodes are mounted on the walls of the EH, and the TM is made
from conductive material, e.g., gold-platinum alloy, to form a capacitor with the
electrodes at each side. Plane parallel capacitors were considered in ACME in
order to model equations of capacitive detector electronics and actuation from
Josselin et al. (1999). Figure 4.6 shows an illustration of the simplified one-degree-
of-freedom accelerometer. In this figure, actuation and sensing electrodes on the
walls of the EH cage have a size equal to the full area of one face of the EH. And
the hatched green sides of the TM surfaces, together with the nearby electrodes,
form the capacitors.

Cubic gold-platinum
Test Mass (TM) 

Approximately parallel plane capacitors

Pair of actuation & sensing 
electrodes on the EH*
(* sensing only in EA regime; actuation in both) 

Electrode housing (EH)

TM-EH gap

Laser interferometer*
(*only with optical TM position readout) 

Figure 4.6: Illustration of a one-degree-of-freedom accelerometer model (Kupriyanov
et al., 2024b)

ACME was designed in a way that the user can define the quantity and orientation
of the actuation and sensing electrodes. For example, Figure 4.7 shows a six-
degrees-of-freedom accelerometer model, with six pairs of actuation and sensing
electrodes oriented in a way that allows to sense three linear and three rotational
displacements. Note that for clarity, the injection electrodes driven with a 100 kHz
AC bias voltage that are used for shifting the capacitive measurement to a high
frequency (Dávila Álvarez et al., 2022) are not shown here. Also, the window
for the ultraviolet TM discharge system, the caging mechanism and the valve for
outgassing are not drawn here.

For an optical readout of the proof mass displacement, one surface of the TM
acts as a mirror, except the cases of shadow sensors (Zoellner et al., 2017). In
general, the TM displacement can be readout by optical interferometry, e.g.,
Michelson or Mach-Zehnder interferometers or by an optical lever. Figure 4.8
demonstrates a simplified scheme of the Michelson interferometer (on the left)
and of the quadrant-photodiode type optical lever (on the right). In the first
case, the displacement of the proof mass will cause a difference in the interference
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4 Simulation Procedure and Software Overview

Figure 4.7: Illustration of a six-degrees-of-freedom accelerometer model

pattern (Heinzel et al., 2003) and in the second case, a change of the position of
incidence of the beam onto a quadrant photodiode (Huarcaya et al., 2020).

linear 
displacement

linear 
displacement

These optical engeneering schemes were created in inkscape and saved in ASR publication/images/inckscape

Figure 4.8: Different techniques (optics) to readout a one-degree-of-freedom test mass
displacement. Left: Scheme of the Michelson interferometer; Right: Conven-
tional photodiode-type optical lever with a single frequency laser (modified
from Shimizu et al. (2017)). Optic schemes were drawn with publicly avail-
able Component Library (A. Franzen, AEI, Hannover, 2021)

Actuation of the TM is achieved by means of electrostatic levitation. A 100 kHz
5V AC injection voltage (Uinj), mentioned earlier, is electrostatically coupled to
the TM, producing polarized voltage (Up) (Mance, 2012), which was considered
in SGRS derived in ACME equal to 0.5V. The polarized voltage on the TM
was maintained via capacitive injection. Considering no displacement of the TM
from its nominal position, an equation describing the control force from a single
electrode will look like (Josselin et al., 1999; Kupriyanov et al., 2024b):

F ctrl(U) =
2εA

d2
UpUactn̂, (4.2)

where A is the area of each electrode, Uact the actuation voltage, d the gap between
the TM and the walls of the housing, ε the dielectric constant of vacuum and n̂
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4.3 Inertial Sensor Modeling Environment

is the normal vector to the electrode.

Figure 4.9 illustrates a generalized block diagram of a one-degree-of-freedom
SGRS modeled in ACME. This closed-loop procedure is similar to those that were
introduced by Speake and Andrews (1997), Touboul et al. (1999), Frommknecht
et al. (2003). As an input, non-gravitational forces modeled in XHPS are given.
Under these forces, the TM is displaced. The proof mass dynamics is represented
by a double integrator. After implementing the corresponding sensing electron-
ics, a correction voltage through the PID controller and amplifier is sent back to
adjust the TM position and keep it levitating. Also, multiple instrument noise
sources were considered in SGRS modeling, in particular: thermal, actuation,
capacitive sensing, various electrostatic, etc. (Kupriyanov et al., 2024b).

Non-gravitational forces
(from XHPS):

• Air Drag (D)
• Solar Radiation Pressure (SRP)
• Thermal Radiation Pressure (TRP)
• Earth albedo (Ealb)
• IR Irradiance (IR)

Contact-potential 
Difference

Thermal 
noise

TM dynamics 
(double integrator)

Capacitive sensing 
noise

(only in EA regime)

Correction 
voltage

Sensing 
electronics

Electrostatic 
force model

PID & Amplifier

Actuation 
noise

Figure 4.9: Generalized and simplified one-degree-of-freedom accelerometer block dia-
gram

ASD curves of the SGRS noise sources are shown in Figure 4.10. Actuation noise
(black dashed line) is related to the stable voltage reference for the actuation
electrodes (Mance, 2012). For actuation noise modeling, 10V of the reference
voltage with a 0.6 ppm/

√
Hz voltage reference stability are considered. The lat-

ter one is assumed as over the last decade, the integrated circuit technology has
improved in comparison to Halloin et al. (2013). Capacitive sensing and the
electrostatic noise level (green and orange dashed curve) depend on the charac-
teristics of the involved electronics (Kupriyanov et al., 2024b). The dominant
noise sources there could be a thermal noise of the sensing bridge (Mance, 2012)
or the voltage noise of the charge amplifiers (Lotters et al., 1999; Dávila Álvarez
et al., 2022). The thermal stability noise level (yellow dashed curve) depends
on the Brownian motion of the residual gas molecules inside the EH and on the
differential pressure due to unbalanced radiation on different sides of the hous-
ing (Carbone et al., 2007). For SGRS derived in ACME the thermal stability in
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the low frequency domain was considered similar to the MicroSTAR electrostatic
accelerometer (Christophe et al., 2018; Dalin et al., 2020), introduced in Section
3.4. The sensing noise of a laser interferometric readout is disregarded here at
first approximation due to a low level (Dávila Álvarez et al., 2022). Additionally,
the non-gravitational forces act on the TM through the spacecraft-TM coupling
(Josselin et al., 1999). Considering all above-mentioned noise sources, one can
notice that the difference between the electrostatic and optical SGRS is given
only at high frequencies (> 10mHz).
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Figure 4.10: ASD of the noise budget of the modeled SGRS (both electrostatic and
optical) in ACME

A parametrization of the modeled SGRS electrostatic accelerometer w.r.t. weight
of the TM and the gap size between the TM and the electrode housing was set
up. Changed parameter values are: TM weight between 0.02 kg and 6.89 kg and a
separation from the walls of the housing between 1mm and 4mm. ASDs with the
changed parameter values are shown in Figure 4.11. From the graph, it is visible
that accelerometers with a heavier TM perform better, however, the larger gap
between the TM and surrounding electrode housing (EH) makes sensing more
difficult and, as a consequence, decreases the accuracy. Therefore, for gravity
field recovery analysis in this work, SGRS with a TM side of 40mm and a TM-
EH gap of 1mm has been selected as the optimum one for trade-off between the
sensors‘ volume and anticipated resolution.

Main characteristics of the SGRS derived in ACME (both electrostatic and op-
tical) are summarized in Table 4.3. Inertial sensors with these parameters are
considered in gravity field recovery simulations and compared with other ac-
celerometers.
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TM	side:	10	mm;	~0.02	kg;	TM-EH	gap	1	mm
TM	side:	20	mm;	~0.16	kg;	TM-EH	gap	1	mm
TM	side:	30	mm;	~0.54	kg;	TM-EH	gap	1	mm
TM	side:	40	mm;	~1.28	kg;	TM-EH	gap	1	mm
TM	side:	50	mm;	~2.51	kg;	TM-EH	gap	1	mm
TM	side:	60	mm;	~4.34	kg;	TM-EH	gap	1	mm
TM	side:	70	mm;	~6.89	kg;	TM-EH	gap	1	mm
TM	side:	40	mm;	~1.28	kg;	TM-EH	gap	2	mm
TM	side:	40	mm;	~1.28	kg;	TM-EH	gap	4	mm

Figure 4.11: ASDs of the SGRS electrostatic accelerometers with changed parameter
values

Table 4.3: Key characteristics of the SGRS developed in ACME and utilized further in
gravity field recovery. Parameters are based on Carbone et al. (2007), Mance
(2012), Halloin et al. (2013), Dalin et al. (2020), Dávila Álvarez et al. (2022)
and Reis et al. (2023)

SGRS electrostatic acc.
derived in ACME

SGRS optical acc.
derived in ACME

General information
Accelerometer type electrostatic optical

Charge management system wireless, LED UV or Mercury lamp
Measurement bandwidth (Hz) 10−4 to 10−1

Level of accuracy
((m/s2)/

√
Hz @ 1mHz)

∼ 3× 10−12

TM material Gold-platinum alloy
TM density (kg/m3) 20099

TM weight (g) 1286
TM dimensions (mm) [x/y/z] 40 / 40 /40

TM-EH gap (mm) [x/y/z] 1 / 1 / 1
Actuation noise

Reference voltage (V) 10
Reference voltage stability

(ppm/
√

Hz)
0.6

Thermal stability
Thermal stability @ low frequencies similar to MicroSTAR

Pressure (Pa) 10−5

Temperature (K) 293
Capacitive sensing + Stiffness

Capacitance between
electrode and TM (pF) ∼ 1

Differential capacitance (F) 10−18

AC frequency (kHz) 100
Injection voltage (V) 5
Polarized voltage (V) 0.5

—–

Electrostatic noises
Impedance amplifier

noise (nV/
√

Hz)
51 —–
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4.3.2 Gradiometer Modeling

A pair of accelerometers form a gradiometer. SGG measurement principles are
based on differential mode accelerations which were introduced in Subsection
2.2.3. As it was mentioned in Section 3, a three-axis gradiometer on-board
the GOCE mission was the key instrument that carried out spaceborne mea-
surements of the gravity gradients. Six electrostatic STAR-class accelerometers
named ‘GRADIO’, which have colored noise in the low-frequency domain, were
used in the GOCE gradiometer (Section 3.2). On the other hand, after promising
results of ‘GRS’ inertial sensors in LPF that utilized optical interferometry to
read out the TM displacements, multiple studies have been carried out evaluat-
ing the performance of simplified GRS on LEO (Chapter 1). The ACME toolbox
allows to model not only single accelerometers, but also a combination of them.
For example, Figure 4.12 shows a one degree of freedom optical gradiometer con-
sisting of two SGRS. In contrast to the optical metrology system of LPF, where
the position of one TM was measured relative to the other, here, the displacement
of each TM is sensed independently by the laser interferometer. Since both TMs
are not located at the Center of the Mass (CoM) of the spacecraft, additional
terms have to be taken into account in the calculation of the observed gravity
gradient (Section 2.2.3).

Figure 4.12: Illustration of 1 degree of freedom optical gradiometer model (Kupriyanov
et al., 2024b)

4.4 Gravity Field Recovery Software

Two software tools, named QACC and GRADIO (Wu, 2016), were utilized for
carrying out gravity field recovery computations from ll-SST and SGG measure-
ments. In this section, approaches connecting the orbital kinematic quantities
with the gravity accelerations (first derivatives of V ) and gravity gradients (sec-
ond derivatives of V ) are described.
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4.4 Gravity Field Recovery Software

4.4.1 Gravity Field Retrieval for ll-SST Scenarios

Various approaches are utilized to connect the primary observables of ll-SST mis-
sions, range rates, to the gravity disturbance or gravity gradient. Globally, these
approaches can be divided into several groups, e.g., space-wise, time-wise, direct,
tensor invariants, etc. Wu (2016) formulated three major aspects in which these
approaches differ. First is how the observation equations are set up; second, how
is the colored noise of the observations treated, and the last one, which numerical
strategy is applied to derive the SH coefficients. The QACC software applies
the approximate solution of the acceleration approach (Weigelt, 2017) that be-
longs to the time-wise group of methods. This approach is carried out in two
steps. Firstly, the observations are collected along the orbit at the measurement
positions and afterwards connected to the gradients of the gravitational poten-
tial (∇V ). Secondly, the system is solved by least-squares adjustment and SH
coefficients of the retrieved gravity field model are determined.

The equation describing the functional model for ll-SST observations, that was
implemented in the QACC toolbox, reads (Knabe, 2023):

ρ̈ = ẍAB · ea
AB + ẋAB · ėa

AB. (4.3)

This expression is a re-arranged version of Equation (2.4). Taking into account
Newton’s second law, the relation connecting the relative acceleration vector with
the relative gradient of the gravitational field ẍAB = ∇VAB, and ẋAB · ėa

AB =
(ẋAB · ẋAB− ρ̇2)/ρ, where ėa

AB is the time-derivative of the unit vector along LOS
between the two spacecraft.

It is important to note here, that a second ‘centrifugal’ term ẋAB ·ėa
AB of Equation

(4.3) was neglected in QACC. The reason for ignoring this term is its indepen-
dence from the acceleration measurements (Knabe, 2023), while one focus of this
study is to evaluate improvements from the novel sensors w.r.t. state-of-the-art
technologies. However, omitting this term brings the calculations in QACC from a
full kinematic approach to the force level, where the effect of the non-gravitational
forces are implicitly considered through the positions of the satellites. The omit-
ted term was estimated to be less than 4.3× 10−9m/s2 for a satellite pair at an
altitude h = 400 km, separated by ρ = 220 km and with a relative range rate in
LOS ρ̇ ≈ 0.5m/s.

4.4.2 Gravity Field Retrieval for Cross-track Gradiometry

In the gravity field recovery software for SGG, called GRADIO, a time-wise ap-
proach was implemented (Wu, 2016). In this method, observed gravity gradients
are treated as time-series measurements along the satellite orbit provided from
XHPS. This makes the observations highly correlated. Therefore, certain filter-
ing has to be applied to de-correlate the observations (Siemes, 2008; Pail, 2010;
Wu, 2016). In GRADIO, a stochastic modeling, based on the variance covariance
matrix, was applied for down-weighting and de-correlating the measurements.
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This matrix is built iteratively by the biased estimation of the auto-covariance
vector, computed from the post-fit residuals (Section 2.5). This procedure allows
to avoid introducing external a priori information.

The functional model for SGG simulations is given by (Knabe, 2023):

Vij = V 0
ij +

N∑
n=2

N∑
m=0

Ax̂nmx̂nm, (4.4)

where Vij are the point-wise measured gravity gradients in the GRF i,j ∈ {x,y,z}
(c.f. Equation (2.13)), V 0

ij are the initial gradients from the normal gravity field
model, Ax̂nm the design matrix elements including base function transformations
from Local North-Oriented Reference Frame to GRF and x̂nm = {Cnm, Snm} the
vector of the estimated parameters (Wu, 2016).

4.5 Chapter Summary

The chapter starts with the closed-loop simulation procedure implemented for
ll-SST (Subsection 4.1) and SGG measurements (Subsection 4.2). Also, the con-
sidered background models in orbit calculation in XHPS as well as the descrip-
tion of the simulated orbits were introduced in Section 4.2. Section 4.3 gives
an overview of the physics and major considerations that were implemented for
accelerometer and gradiometer modeling in ACME. Finally, in Section 4.4, the
approaches and functional models are described that are used in the gravity field
recovery software tools QACC and GRADIO.
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5 Amplitude Spectral Densities
of the Investigated Instruments

This chapter gives an overview of the performance of the inertial sensors (Section
5.1) and inter-satellite ranging instruments (Section 5.2) that are used in the
GFR simulations (Chapter 6). The graphs are plotted as the ASD curves, that
are mathematically introduced in Section 2.3 and the ASDs are used to build a
corresponding noise time-series (Section 4.1).

5.1 Errors of the Inertial Sensors

Electrostatic Accelerometers (EA), that have already been used in gravimetry
missions, i.e. SuperSTAR and GRADIO, were introduced in Section 3.2. Ac-
celerometer concept descriptions, i.e. the electrostatic SGRS from Dávila Álvarez
et al. (2022) and MicroSTAR EA, were given in Section 3.4. Here, ASD curves of
the mentioned inertial instruments as well as other sensors that are used in GFR
are presented. Figure 5.1 shows the noise of the various inertial sensors in terms
of ASD.
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"GRADIO"	electrostatic	acc.	(high-sensitive	axis)	[2;	3]
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Figure 5.1: Comparison of the ASD sensitivities of accelerometers that are used in grav-
ity field recovery analysis in this work. [1] Daras and Pail (2017); [2] Touboul
et al. (2016); [3] Marque et al. (2010); [4] HosseiniArani et al. (2024); [5]
Dávila Álvarez et al. (2022); [6] Dalin et al. (2020)
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The ASD of the SuperSTAR EA (red curve), which has a limited sensitivity in
the low frequency domain (below 1mHz) is described as (Daras and Pail, 2017)

S
1/2(f) = 10−10ms−2

√
Hz

×

√√√√√√
(

1mHz
f

)4
(

10µHz
f

)4
+ 1

+ 1 +

(
f

0.1Hz

)4

. (5.1)

For the high-sensitive axis of the GOCE gradiometer, formed by GRADIO EA
(blue curve), in the measurement bandwidth a specification performance level
was considered (c.f. Fig. 8 of Marque et al., 2010). In the low frequency domain
a thermal stability, achieved in flight, were taken (c.f. Fig. 7 of Touboul et al.,
2016):

S
1/2(f) = 10−12ms−2

√
Hz

×
((

0.001

f

)3

+

(
f

0.1

)2

+ 2

)
. (5.2)

The noise of the CAI accelerometer, that is used in GFR simulations both as a
standalone sensor and hybridized one with other EA, is assumed as white noise at
the level of 10−11 (m/s2)/

√
Hz in one degree of freedom (yellow curve). This order

of magnitude corresponds to the near-future CAI accelerometer concept and can
be described by the following key parameters: number of atoms 1×106, laser waist
20mm, atomic temperature 10 pK and interrogation time 10 s (HosseiniArani
et al., 2024). Barrett et al. (2019) demonstrated that achieving the same level of
accuracy in all three axes for CAI inertial sensor is quite challenging.

Two hybrid inertial sensors are considered in GFR analysis. The first one (pink
curve) combines a SGRS EA on a drag-compensated platform from Dávila Álvarez
et al. (2022) with the above-mentioned CAI ACC. The ASD of a SGRS in a
drag-free regime, including the contribution of the capacitive sensing at high
frequencies (c.f. Fig. 13 of Dávila Álvarez et al., 2022), is

S
1/2(f) = 10−10(m/s2)/

√
Hz

×

3× 102
(

f

1Hz

)2

+ 4× 10−3

√
1 +

700 µHz
f

+

(
300 µHz

f

)2
 . (5.3)

Hybridization was done in the frequency domain. To the sensitivity ASD of the
SGRS EA a low-pass filter at 11mHz was applied, while to the ASD of the CAI
accelerometer, a high-pass filter at 17mHz. Figure 5.2 shows the ASD curves of
the accelerometers that are combined together with the cut-off frequencies. Here,
the low- and high-pass filters where applied at different frequencies in order to
have a smooth transition between the ASDs.
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Figure 5.2: ASD sensitivities of the accelerometers that are used for hybridization in-
cluding cut-off frequencies. [1] Dávila Álvarez et al. (2022); [2] HosseiniArani
et al. (2024)

Another hybrid accelerometer (brown curve in Figure 5.1) consists of an electro-
static part of a HybridSTAR accelerometer (Dalin et al., 2020) and also a CAI
ACC with white noise at the level of 10−11 (m/s2)/

√
Hz. Only one cut-off fre-

quency (0.35mHz) was used for both low- and high-pass filters in hybridization.
The ASD equation of the HybridSTAR (electrostatic part) is

S
1/2(f) = 10−11(m/s2)/

√
Hz ×

[
2.4× 10−2 × 1

f 0.25
+ 10−7 1

f 2
+ 8f 2

]
. (5.4)

Finally, the ASD equation of the SGRS optical accelerometer derived in ACME
with the following parameters: TM side = 40mm, m = 1.286 kg, TM-EH gap =
1mm, which were selected in Section 4.3, is described as

S
1/2(f) = 10−12(m/s2)/

√
Hz ×

[
2.0695 + 8× 10−7 1

f 2

]
. (5.5)

In order to get this ASD equation, a typical spectrum of non-gravitational accel-
erations at the altitude h = 478 km of the year with high solar activity (2002)
was given as input to ACME. The corresponding ASD equation was fitted to the
frequency response of the linearized SGRS model.
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5.1.1 Filtering of Accelerometer Colored Noise at Low
Frequencies

When generating a noise time-series of the inertial sensors, e.g., the electrostatic
SuperSTAR, GRADIO as well as the SGRS optical accelerometer derived in
ACME, a dominating low-frequency component occurs. For example, for the
SGRS optical accelerometer, it is around 10−10 (m/s2)/

√
Hz at 10−4Hz and for

GRADIO and SuperSTAR inertial sensors, it is even higher (see Figure 5.3).
Therefore, in this study, this problem was minimized by applying a minimum-
order finite impulse response high-pass filter at 0.5mHz to the inertial sensors
with colored noise. This is a certain simplification that was considered, as in
reality one can not distinguish between the noise and the signal of the instru-
ment. The cutoff frequency value was selected from the trade-off of minimizing
the degradation of the filtered solution at applied stochastic modeling on the one
hand, and keeping the reference noise ASD at high frequencies, on the other.
A minor degradation of the high-pass filtered solution in the applied stochastic
modeling occurs in the GRADIO gravity field recovery software due to the non-
optimized numerical approach of stochastic modeling that was used there and
which is planned to be improved in future. Figure 5.3 shows the ASDs of the
high-pass filtered noise time-series of the inertial sensors with colored noise at low
frequencies, as well as the ASDs of the reference models. High-pass filtered noise
time-series of SGRS optical, SuperSTAR and GRADIO accelerometers were used
in the gravity field simulations of this study.
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Figure 5.3: ASD sensitivities of high-pass filtered accelerometers that are used in gravity
field recovery simulations. [1] Daras and Pail (2017); [2] Touboul et al.
(2016); [3] Marque et al. (2010)
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5.2 Errors of the Inter-satellite Ranging Instruments

5.2 Errors of the Inter-satellite Ranging
Instruments

The ASDs of the inter-satellite ranging instrument errors that are used in the
gravity field recovery simulations in this work are plotted in Figure 5.4.
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Figure 5.4: Comparison of the ASDs of the inter-satellite LRI (Kupriyanov et al., 2024b)
and KBR Frommknecht et al. (2006) measurement errors that are used in
the gravity field recovery analysis in this work.

The ASD of the KBR instrument error, depicted as grey curve, can be described
as (Frommknecht et al., 2006)

S
1/2(f) = (2πf)2 · 2× 10−6ms−2

√
Hz

. (5.6)

The ASD of the LRI for the present-day GRACE-FO mission was assumed as
(Kupriyanov et al., 2024b)

S
1/2(f) =

[
L

1m
· 10−15

√
1Hz

f
+ 10−12

(
1Hz

f

)2
]
× (2πf)2

ms−2

√
Hz

, (5.7)

where L is the inter-satellite distance for which values of 200 km (green curve) and
600 km (yellow curve) are used in the simulations. The cavity intrinsic thermal
noise (Francis et al., 2015) is accounted for by the first term in the bracket,
which is proportional to L. Low-frequency thermal stability of the cavity is
approximated by the second term in the bracket.
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Analogously, the ASD of the anticipated behavior of the inter-satellite LRI error
in future GRACE-like missions in 2030 (red curve) is considered as

S
1/2(f) =

[
L

1m
· 10−15

√
1Hz

f
+ 10−13

(
1Hz

f

)2
]
× (2πf)2

ms−2

√
Hz

. (5.8)

The LRI error in GRACE-like missions beyond 2033 (blue curve) is estimated as

S
1/2(f) =

[
L

1m
· 5× 10−16

√
1Hz

f
+10−14

(
1Hz

f

)2
]
× (2πf)2

ms−2

√
Hz

. (5.9)

5.3 Chapter Summary

This chapter introduces the ASD equations of the inertial sensors and inter-
satellite range measurement errors that are used in gravity field recovery simula-
tions. Corresponding graphs show the relative comparison of the error ASDs for
different instruments to evaluate sensor sensitivities w.r.t. each other.
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6 Gravity Field Recovery Results
from Simulations

This chapter presents the results from the various GFR simulations. GFR is
done in order to assess and quantify the improvements from the novel inertial
sensors, various satellite formations and the combination of different measurement
principles. Evaluation of the recovered gravity fields is done by computing the
difference to a reference gravity field model (EIGEN-6C4). Therefore, the analysis
is carried out on the level of the residuals that are obtained by adding various
stochastic error sources, mostly instrument errors (Chapter 5). GFR results are
given in both spatial and spectral domain, as introduced in Section 2.6. Section
6.1 demonstrates the impact of the stochastic modeling for the accelerometers
and gradiometers with their colored noise behavior (brown ∼ 1/f 2 and pink
∼ 1/f) at low frequencies as well as the difference in solutions’ convergence to
the white noise instruments. The comparison of the retrieved gravity models
from the optical accelerometers w.r.t other inertial instrument concepts in ll-SST
measurement configuration (GRACE-like) is discussed in Section 6.2.1. Although
the focus of this study is instruments’ evaluation and performance comparison,
where the effect of the time-variable background models and associated errors
are not considered in gravity field retrieval, Section 6.2.2 presents GFR from the
ll-SST with time-variable background modeling errors. Section 6.2.3 shows the
GFR results from the closed-loop ll-SST simulations with the modified satellite
shapes, i.e. with extended solar arrays, in order to meet the power requirements
of additional novel sensors, that might be implemented in the future gravimetry
missions. In Section 6.3.1, retrieved gravity field models from the cross-track
gradiometers are presented, followed by the discussion of the common mode gain
uncertainty in the gradiometry case (Subsection 6.3.2). Residuals in the spatial
and spectral domains from the combination of ll-SST and cross-track gradiometry
are shown in the Section 6.3.3. Section 6.4.1 demonstrates GFR results obtained
by a double pair ‘Bender’ constellation, including the discussion of the scale factor
study for the residual drag in ll-SST case (Subsection 6.4.2). Investigation of
different regularization techniques, including L-curve analysis for the standalone
inclined satellite pair, is discussed in Section 6.4.3. Finally, the chapter ends up
with a Section 6.4.4, introducing the GFR results obtained from the two novel
triple satellite formations.

6.1 Impact of Stochastic Modeling

Stochastic modeling, introduced in Section 2.5, is applied to the observations in
GFR for down-weighting and de-correlating purposes. In GFR, stochastic mod-
eling is usually implemented iteratively in order to retrieve a series of solution
approximations until convergence. Luthcke et al. (2013) explained the advantage
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6 Gravity Field Recovery Results from Simulations

of such approach, where the signal-to-noise ratio increases with each iteration.
Iterative down-weighting strategies are widely used for GFR from GOCE grav-
ity gradient observations (Klees et al., 2000; Pail and Plank, 2002; Baur and
Grafarend, 2006; Arnold et al., 2023). Also, iterative methods are applied to
down-weight the outliers from GRACE results (Loomis et al., 2019; Darbeheshti
et al., 2020; Mayer-Gürr et al., 2021).

6.1.1 Colored Noise at Low Frequencies

6.1.1.1 ll-SST case

Figure 6.1 shows the converging behavior of the retrieved solutions due to applica-
tion of the stochastic modeling as degree RMS, plotted as geoid height (Equation
(2.35)). Although stochastic modeling itself is not applied iteratively, certain
weights are optimized in successive steps. This result is obtained by applying the
ll-SST measurement principle for the the near-polar orbit #1 (Table (4.2)), using
the SuperSTAR EA (Equation (5.1)) as inertial sensor, without high-pass filter-
ing for demonstration purposes, and LRI 2024 (Equation (5.7)) as inter-satellite
ranging instrument. Since the SuperSTAR EA has a brown noise (∼ 1/f 2) at
frequencies below 1mHz (Figure (5.1)), a prompt de-correlation effect on the SH
coefficient differences can be observed for the true errors (solid lines) and the for-
mal errors (dashed lines). The degree RMS curves of the true errors and formal
errors converged after the 3rd iteration of weights adaptation. Therefore, it is
sufficient to apply only 3 successive steps. Moreover, a certain smoothing of the
true error curves is obtained when applying stochastic modeling.

Figure 6.1: Impact of the stochastic modeling, where the weights are optimised iter-
atively, in ll-SST with colored (brown) noise. Solid lines are degree RMS
of the coefficient differences (true errors) between recovered and EIGEN-
6C4 gravity field models in geoid height (m); Dashed lines are standard
deviations of the estimated unknown parameters (formal errors); Orbit: #1
(Table 4.2), h = 478.48 km; Instruments: SuperSTAR EA and LRI 2024
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6.1 Impact of Stochastic Modeling

Figure 6.2 shows the results of the stochastic modeling, where the weights are
optimised step-by-step, as global maps of the residuals (retrieved gravity field
w.r.t. EIGEN-6C4) on the left and as two-dimensional SH error spectra of true
and formal errors on the right. The same order of magnitude of the spatial
residuals, plotted in equivalent water height, are used in all global maps for a
more explicit difference. In general, the North-South striping effect, that occur
due to the orbit resonance effects (Kvas et al., 2019), sub-Nyquist artifacts due
to latitudinal oversampling of the low-frequency gravitational signal (Peidou and
Pagiatakis, 2020) and drift of the electrostatic accelerometer, typical for GRACE
solutions, can be reduced at a certain level with the novel instruments. Also,
for convenience SH error spectra are plotted in logarithmic scale. A difference
between the true and formal error spectra in the case without stochastic modeling
(on the top) is quite noticeable, while after application of the down-weighting
procedure, both spectra are consistent (on the bottom).
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With VCM (iteration 4):

Without VCM:

With VCM (iteration 1): 

With VCM (iteration 3):

.

.

.

.

.

.

Figure 6.2: Impact of the stochastic modeling, where the weights are optimised itera-
tively, in ll-SST with colored (brown) noise. Global maps with the residuals
in EWH (left), SH error spectra of the true errors and formal errors (right);
Orbit: #1 (Table 4.2), h = 478.48 km; Instruments: SuperSTAR EA and
LRI 2024. Colorbar of the global maps limited to ±2.5m EWH.
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6.1 Impact of Stochastic Modeling

6.1.1.2 SGG case

For the demonstration the impact of the stochastic modeling, where the weights
are progressively optimized in successive steps, in the SGG case with colored
noise (pink ∼ 1/f at frequencies below 1mHz), the required specification level
for the GRADIO electrostatic accelerometer (c.f. Fig. 8 of Marque et al. (2010)
and c.f. Fig. 7 of Touboul et al. (2016)) is considered without high-pass filtering.
The ASD equation is

S
1/2(f) = 2× 10−12 (m/s2)/

√
Hz ×

√(
1mHz

f

)2

+ 1 +

(
f

0.1Hz

)4

. (6.1)

Figure 6.3 shows the convergence behavior of the retrieved solutions due to appli-
cation of the stochastic modeling in SGG as degree RMS, plotted as geoid height
(Equation (2.35)). These results are calculated for the near-polar orbit #5 (Table
(4.2)) using the high-sensitive cross-track component Vyy of the GOCE gradiome-
ter (Equation (6.1)). The retrieved curves of the true (solid lines) and formal
(dashed lines) errors show a fast convergence. The true errors and formal errors
converged after the 2nd iteration. However, for consistency in GFR comparison
and in combination with other solutions, 3 iterations of de-correlation filter are
used in this work.

Figure 6.3: Impact of the stochastic modeling, where the weights are optimised itera-
tively, in SGG with colored (pink) noise. Solid lines are true errors and
dashed lines are formal errors; Orbit: #5 (Table 4.2), h = 247.35 km; In-
struments: Specification level of the high-sensitive, cross-track axis of the
GOCE gradiometer.

Figure 6.4 shows the validation of the retrieved gravity fields for the gradiometry
case, before and after applying the down-weighting procedure, in the spatial do-
main as residuals w.r.t. the reference gravity field EIGEN-6C4 (left), and in the
spectral domain as true and formal errors (right). SH error spectra of true and
formal errors show good consistency when stochastic modeling is applied.
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Without VCM:

With VCM (iteration 1): 

With VCM (iteration 2): 

With VCM (iteration 3):

Figure 6.4: Impact of the stochastic modeling, where the weights are optimised itera-
tively, in SGG with colored (pink) noise. Global maps with the residuals in
EWH (left), SH error spectra of the true errors and formal errors (right);
Orbit: #5 (Table 4.2), h = 247.35 km; Instruments: high-sensitive cross-
track axis of the GOCE gradiometer. Colorbar of the global maps limited
to ±40m EWH.
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6.1 Impact of Stochastic Modeling

6.1.2 White Noise at Low Frequencies

6.1.2.1 ll-SST case

Figure 6.5 shows the convergence behavior of the retrieved solutions as degree
RMS, plotted in geoid height (Equation (2.35)), due to application of the stochas-
tic modeling, where the weights are refined incrementally in each step, in the ll-
SST case assuming white noise behavior of the inertial instrument. These results
are calculated for the near-polar orbit #1 (Table (4.2)), using a CAI accelerom-
eter with white noise at the level of 10−11 (m/s2)/

√
Hz as the inertial sensor and

LRI 2030 (Equation (5.8)) as the inter-satellite ranging instrument. Due to the
white noise behavior of the accelerometer, true and formal errors already con-
verged from the 1st iteration with applied stochastic modeling. Likewise to the
previously mentioned SGG-case with colored noise, for consistency in GFR com-
parison and in combination with other solutions, 3 iterations of de-correlation
filter are used for ll-SST scenarios with white noise accelerometers as well.

Figure 6.5: Impact of the stochastic modeling, where the weights are optimised itera-
tively, in ll-SST with white noise. Solid lines are degree RMS of the coef-
ficient differences (true errors) between recovered and EIGEN-6C4 gravity
field models in geoid height (m); Dashed lines are standard deviations of the
estimated unknown parameters (formal errors); Orbit: #1 (Table 4.2), h =
478.48 km; Instruments: CAI 10−11 (m/s2)/

√
Hz and LRI 2030.

Figure 6.6 shows the results of applied stochastic modeling for the ll-SST case
using a white noise CAI accelerometer. The global maps of the residuals (retrieved
gravity field w.r.t. EIGEN-6C4) are on the left, and two-dimensional SH error
spectra of true and formal errors are on the right. It is obvious that, starting
from the 1st iteration of the de-correlation filter, the true and formal error spectra
are identical to the ones from the following steps.
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Without VCM:

With VCM (iteration 1): 

With VCM (iteration 3):

With VCM (iteration 2): 

Figure 6.6: Impact of the stochastic modeling, where the weights are optimised itera-
tively, in ll-SST with white noise. Global maps with the residuals in EWH
(left), SH error spectra of the true errors and formal errors (right); Orbit:
#1 (Table 4.2), h = 478.48 km; Instruments: CAI 10−11 (m/s2)/

√
Hz and

LRI 2030. Colorbar of the global maps limited to ±0.015m=±15mm EWH.
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6.1 Impact of Stochastic Modeling

6.1.2.2 SGG case

With application of the stochastic modeling, where the weights are progressively
optimized in successive steps, the retrieved GFR solutions in the SGG case using
a white noise gradiometer converged also quite fast. Figure 6.7 shows the degree
RMS in geoid height (Equation (2.35)) of the true (solid lines) and formal (dashed
lines) errors, obtained for the near-polar orbit #5 (Table (4.2)) using a CAI
gradiometer with white noise at the level of 10mE/

√
Hz and a CAI gyroscope,

with a performance achieved in the lab, demonstrated by Savoie et al. (2018). A
white-noise level close to 10−8 rad s−1 in terms of angular velocity was considered
for the CAI gyroscope. True and especially the formal errors converged after the
2nd iteration. However, for consistency in GFR comparison and in combination
with other solutions, 3 iterations of the de-correlation filter are used for SGG
with white noise gradiometers.

Figure 6.7: Impact of the stochastic modeling, where the weights are optimised itera-
tively, in SGG with white noise. Solid lines are degree RMS of the coef-
ficient differences (true errors) between recovered and EIGEN-6C4 gravity
field models in geoid height (m); Dashed lines are standard deviations of the
estimated unknown parameters (formal errors); Orbit: #5 (Table 4.2), h =
247.35 km; Instruments: CAI 10mE/

√
Hz gradiometer and CAI gyroscope.

The spatial distribution of the residuals between recovered and reference gravity
field (EIGEN-6C4) as well as SH error spectra of the true and formal errors,
applying a down-weighting procedure in the SGG case with a white noise gra-
diometer, are shown in the Figure 6.8. The SH error spectra of the true and
formal errors are consistent by applying stochastic modeling.
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Without VCM:

With VCM (iteration 1): 

With VCM (iteration 3):

With VCM (iteration 2): 

Figure 6.8: Impact of the stochastic modeling, where the weights are optimised itera-
tively, in SGG with white noise. Global maps with the residuals in EWH
(left), SH error spectra of the true errors and formal errors (right); Orbit:
#5 (Table 4.2), h = 247.35 km; Instruments: CAI 10mE/

√
Hz gradiometer

and CAI gyroscope. Colorbar of the global maps limited to ±100m EWH.
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6.2 low-low Satellite-to-Satellite Tracking

6.2.1 Performance of Accelerometers and Range
Instruments

This section presents the retrieved gravity field models from ll-SST type of mis-
sions using different inertial sensors and inter-satellite range measurement instru-
ments. For all cases, a near-polar non-drag compensated orbit #1 (Table 4.2)
with altitude h = 478.48 km was considered. A one-month mission duration in
May, 2002, which corresponds to a year with high solar activity (Section 4.2.1),
was selected for orbit and GFR simulations. The effect of the background models
(which addressed in Section 6.2.2) was not included in GFR, since we focus on
the instruments’ comparison. ASD sensitivity curves and equations of the cor-
responding accelerometers used here have been introduced in Section 5.1, while
the measurement errors of the inter-satellite instruments in Section 5.2. For the
inertial sensors with colored noise behavior in the low-frequency domain, e.g., the
‘SuperSTAR’ and SGRS optical accelerometer, a high-pass filter was applied.

Figure 6.9 shows the degree RMS in geoid height (Equation (2.35)) of the true
errors retrieved from the ll-SST simulations with different instruments.

ll-SST comparison 
(orbit #1)

Figure 6.9: Degree RMS of the spherical harmonic coefficient differences (true errors)
between recovered and EIGEN-6C4 gravity field models in geoid height (m)
from ll-SST simulations; Orbit: #1 (Table 4.2), h = 478.48 km. * applied
high-pass filter. [1] Daras and Pail (2017); [2] Kupriyanov et al. (2024b); [3]
HosseiniArani et al. (2024); [4] Dalin et al. (2020).
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In all cases, stochastic modeling have been applied with weights progressively
optimized over three successive steps. The green curve represents the GRACE-FO
mission with a SuperSTAR electrostatic accelerometer (Daras and Pail, 2017) and
the level of errors of the current LRI 2024 with 200 km inter-satellite separation
(Kupriyanov et al., 2024b). The mean monthly Hydrology, Ice, and Solid Earth
(HIS) signal (Dobslaw et al., 2015), depicted as a grey dashed line, indicates the
potential resolution of the time-variable signal. This represents an ideal scenario
in which temporal aliasing is sufficiently accounted for, and the instruments’ high
performance is fully utilized. By the mentioned instruments the mean monthly
HIS signal can be resolved up to degree 70. The brown curve corresponds to the
case of the SGRS optical accelerometer derived in ACME and the same LRI. The
blue and orange curves represent the CAI (HosseiniArani et al., 2024) and hybrid
accelerometers (Dalin et al., 2020) with the anticipated level of accuracy of LRI
2030. Finally, the red and purple curves show the residuals in the spectral domain
for the SGRS optical accelerometer with LRI 2030 and LRI 2033. It is clear that
the combination of a high-pass filtered optical SGRS from ACME with LRI 2033
(purple curve) outperforms other inertial sensors. In favorable conditions, when
the temporal aliasing does not play a role, potentially the time-variable gravity
field can be determined with such instruments up to degree 120. Comparing
the green and the brown curves, one can notice a prominent improvement by
substituting a state-of-the-art electrostatic accelerometer (SuperSTAR) by an
optical one. On the other hand, the inclusion of the anticipated performance of
LRI 2033 instead of 2030 does not reduce the residuals dramatically, achieving a
∼ 5×10−9m level in geoid height (see red and purple curves).

Figure 6.10 shows the global maps with the spatial distribution of the unitless
spherical harmonic residuals of the recovered gravity model w.r.t. the reference
EIGEN-6C4, plotted in terms of EWH. The same limits of the colorbar of the
spatial residuals, equal to ±5mm of EWH, are used in all global maps for easier
comparison. By moving from the global map I, which corresponds to a GRACE-
FO scenario, towards VI, representing the combination of the SGRS optical ac-
celerometer from ACME with LRI 2033, the order of magnitude of the residuals
reduces and patterns transform certain regular to more multi-directional ones.
In other words, with advanced sensors, spatial residuals are more isotropically
distributed, rather than uniformly in North-South direction with state-of-the-art
electrostatic accelerometers.

Corresponding spherical harmonic error spectra of the coefficient differences of
the above-mentioned scenarios in logarithmic scale are shown in Figure 6.11. The
larger absolute values, depicted in dark blue in the colorbar, represent a smaller
relative error of the SH coefficients. Therefore, spectra V and VI, for example,
have more zonal and tesseral SH coefficients that are closer to the reference gravity
field, compared to spectrum I. In general, all spectra are consistent with the
degree RMS curves (Figure 6.9) and global maps of the residuals (Figure 6.10),
showing that advanced instruments outperform state-of-the-art sensors.
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GFR ll-SST orbit #1

I. SuperSTAR + LRI 2024 II. SGRS (ACME) + LRI 2024

V. SGRS (ACME) + LRI 2030 VI. SGRS (ACME) + LRI 2033

III. CAI + LRI 2030 IV. Hybrid: HybridSTAR (only electrostatic part) + 
CAI + LRI 2030

Figure 6.10: Spatial distribution of the residuals of the recovered gravity models w.r.t.
EIGEN-6C4, plotted on global maps in EWH from ll-SST simulations;
Orbit: #1 (Table 4.2), h = 478.48 km; Considered inertial sensors and
inter-satellite range measurement instruments are given below each graph.
Colorbar limited to ±0.005m=±5mm EWH.
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6 Gravity Field Recovery Results from Simulations

GFR ll-SST orbit #1

I. SuperSTAR + LRI 2024 II. SGRS (ACME) + LRI 2024

V. SGRS (ACME) + LRI 2030 VI. SGRS (ACME) + LRI 2033

III. CAI + LRI 2030 IV. Hybrid: HybridSTAR (only electrostatic part) + 
CAI + LRI 2030

Figure 6.11: Spherical harmonic error spectra of the coefficient differences (true errors)
of the recovered gravity models w.r.t. EIGEN-6C4, from ll-SST simula-
tions; Orbit: #1 (Table 4.2), h = 478.48 km; Considered inertial sensors
and inter-satellite range measurement instruments are given below each
graph.
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6.2.2 ll-SST Simulations with Time-variable Background
Modeling Errors

Tidal and non-tidal time-variable background models are not considered in this
study since the main focus lies in the instruments’ evaluation and performance
comparison (see closed-loop procedures in Section 4.1). However, one should keep
in mind that mass redistributions with short periods in the atmosphere and oceans
can not be properly resolved by the monthly sampling provided by GRACE and
GRACE-FO missions (Dobslaw et al., 2016). This leads to temporal aliasing
phenomena, when the spurious signals occur in the gravity field model (Dobslaw
et al., 2017). Also, a so-called vertical signal separation problem is given. Satellite
gravimetry, as any gravimetric measurement technique, is affected by the lack
of sensitivity for distinguishing mass changes at, above, or beyond the Earth’s
surface due to substantially diminished harmonic upward continuation (Dobslaw
et al., 2017). Water mass changes happening with low frequencies, e.g., in the
continental ice-sheets (Ciracì et al., 2020) or sub-surface aquifers (Kvas et al.,
2024), can be infered from GRACE(-FO) with a spatial resolution of mm-geoid
height down to 350 kilometers (Dahle et al., 2014).

An a priori time-variable background model called Atmosphere and Ocean De-
Aliasing Level-1B (AOD1B) provided by Deutsches GeoForschungsZentrum (GFZ)
is normally used in the gravity recovery procedure to assist the vertical separation
problem and reduce temporal aliasing (Dobslaw et al., 2017). In Shihora et al.
(2022) it was mentioned that the atmospheric component of AOD1B is based on
analysis and forecast data of the operational weather prediction model, provided
at 3-hourly time-steps by the European Centre for Medium-Range Weather Fore-
casts (ECMWF). In order to represent only non-tidal mass variations, three ma-
jor components are empirically estimated and subtracted. These constituents are
surface pressure anomalies, upper density anomalies and ocean bottom pressure
(Shihora et al., 2023). The ocean component is based on unconstrained simu-
lations with the Max-Planck-Institute for Meteorology Ocean Model (MPIOM).
AOD1B models are provided in terms of Stokes coefficients. For gravity field re-
covery in this study, monthly averaged products, calculated as a mean of the daily
products for May 2002, were used. In this work the errors of the AOD1B prod-
uct were considered either as the difference between monthly averaged releases 6
(RL6) (Dobslaw et al., 2017) and 7 (RL7) (Shihora et al., 2022) or as recently
available AOe07 (Shihora et al., 2024), interpolated to each time step. Comparing
RL6 with RL7, the latter one incorporates the effects of the self attraction and
solid Earth deformation. Also, an updated estimation and subtraction of atmo-
spherically induced tidal signals enhanced the representation of the bathymetry
and atmospheric forcing near Antarctica (Shihora et al., 2022). AOe07 error time-
series are considered as an estimation of the residual uncertainties in the AOD1B
RL07 model and complemented by a new spatial error variance-covariance matrix
(Shihora et al., 2024).

For simulating the error of the tidal time-variable background models, the dif-
ference between monthly averaged EOT11a (Savcenko and Bosch, 2012) and
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6 Gravity Field Recovery Results from Simulations

FES2014b (Lyard et al., 2021) was considered. The first one is based on an empir-
ical analysis of long time-series data from satellite altimetry, acquired from mul-
tiple missions, and refinements in hydrodynamic modeling (Savcenko and Bosch,
2012). The finite element solution model (FES2014b) also includes hydrodynamic
modeling and provides three components: tide elevations, currents and loading.
FES2014 was produced by Noveltis, Legos and CLS and distributed by Aviso+,
with support from CNES (Aviso+, 2024).

Ocean-tide models were converted to spherical harmonic coefficients by routines
provided by Mayer-Gürr et al. (2012, 2021) using a software named Gravity Re-
covery Object Oriented Programming System (GROOPS) developed by the Insti-
tute of Geodesy from the Technical University of Graz. According to the software
description, corrections to the Stokes coefficients of a spherical harmonics expan-
sion represented the gravitational effect of ocean and atmospheric tides including
loading effects.

Figure 6.12 shows the time-variable background modeling errors, as the difference
of the monthly averaged AOD RL7 and RL6, ocean tides EOT11a and FES2014b
and interpolated from 6-hourly series to each time step (5 s) AOe07, in terms of
ASD. It is evident that, by reaching an order of magnitude of 10−8 (m/s2)/

√
Hz

around 1mHz, these modeling errors dominate over the noise of the inertial and
range measurement instruments, discussed in Chapter 5.
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Figure 6.12: ASD of the difference of the monthly averaged AOD RL7 and RL6, ocean-
tide difference of the EOT11a and FES2014b and interpolated AOe07,
representing the time-variable background modeling errors, considered in
gravity field recovery simulation.

In order to demonstrate the impact of background modeling errors on the re-
trieved gravity field models, four different simulations were carried out. In par-
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ticular: two instrument noise-free cases and two instrument configurations from
the previous Section 6.2.1: CAI accelerometer 10−11 (m/s2)/

√
Hz with LRI 2030

and a high-pass filtered SGRS optical accelerometer, derived in ACME with the
same LRI. Degree RMS of the spherical harmonic coefficient differences from all
scenarios are shown in Figure 6.13. In all cases the difference between monthly
averaged EOT11a and FES2014b was considered. There is no difference almost
up to degree 80 among the scenarios with the monthly averaged AOD (orange,
green and blue curves). The instrument noise-free simulation with AOD AOe07,
interpolated to each time step (red curve), demonstrates even larger residuals.
Therefore, it can be concluded that a monthly averaged approximation of the
AOD might be not sufficient, or in other words, provides a too optimistic esti-
mation of the modeling errors. In contrast, interpolating to each time step offers
a more accurate representation because the associated error is calculated and
assigned at each epoch during generation of the synthetic observations. In gen-
eral, all cases confirm the dominating behavior of the time-variable background
modeling errors over the inertial and range measurement instruments. A certain
difference among the CAI accelerometer with LRI 2030 (orange curve), SGRS op-
tical accelerometer with the same LRI (green curve) and an instrument noise-free
case (blue curve) is noticed only at higher degrees.

Figure 6.13: Degree RMS of the spherical harmonic coefficient differences (true errors)
between recovered and EIGEN-6C4 gravity field models in geoid height
(m) from ll-SST simulations including time-variable background modeling
errors; Orbit: #1 (Table 4.2), h = 478.48 km. * applied high-pass filter.
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Figure 6.14 shows the global maps, as well as the spherical harmonic error spectra
of the residuals for the corresponding cases. For clarity, the same orders of mag-
nitude, equal to ±5 cm of EWH, are used in all global maps. Since the residuals
in the spectral domain for the case with the AOD interpolated to each time in-
terval (red curve in Figure 6.13) were the largest, the discrepancies in the spatial
domain in this simulation are also the biggest among the considered scenarios.
In addition to the large order of magnitude differences, the corresponding graph
(top left in Figure 6.14) shows a prominent North-South striping behavior. De-
spite of the general similarity of the other three graphs, certain differences can be
noticed on closer look. The CAI accelerometer 10−11 (m/s2)/

√
Hz with LRI 2030

shows the worst performance among the cases with the difference of the monthly
averaged AOD RL6 and RL7 and a particular striping behavior is observed. In
general, the pattern of the spatial distribution of the residuals from the SGRS
optical accelerometer with LRI 2030 is similar to the instrument noise-free case
(bottom row).
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Noise free instruments (AOD: RL6-RL7, monthly averaged)

SGRS optical acc. (ACME) + LRI 2030 (AOD: RL6-RL7, monthly averaged)

CAI 10-11 m s-2 Hz-1/2 + LRI 2030 (AOD: RL6-RL7, monthly averaged)

Noise free instruments (AOD: AOe07, interpolated to 5s)

Figure 6.14: Spatial distribution (on the left) and spherical harmonic error spectra (on
the right) of the residuals from ll-SST simulations including time-variable
background modeling errors; Orbit: #1 (Table 4.2), h = 478.48 km. Con-
sidered inertial sensors and inter-satellite range measurement instruments
are given below each graph. Colorbar of the global maps limited to
±0.05m=±5 cm EWH.
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6.2.3 ll-SST Simulations with Modified Satellites Shapes

Three critical factors, i.e. Size, Weight and Power, forming a so-called SWaP
concept, have to be considered in designing and implementing new concepts and
techniques. Originated from defense industry, where SWaP requirements are cru-
cial, for example in weapon systems, unmanned aerial vehicles (Jones and Gross,
2014), etc., this concept also spread to the aerospace sector. SWaP is a key
consideration in the design for all types of orbiters, from cubesats (Kingsbury
et al., 2017) to large satellites, e.g., GNSS (Gramling et al., 2024). Reduction
of size and weight of the satellite can dramatically save launch expenses, while
minimizing power consumption can extend the lifespan of the missions, especially
when power supply is limited. In satellite gravimetry missions, the weight of the
spacecraft is also one of multiple constraints that have to be complied in future
(Dionisio et al., 2018). Since ll-SST requires two satellites, a dual-launch config-
uration system, similar as it was used in the GRACE and GRACE-FO missions,
has to be utilized. Dionisio et al. (2018) and Haagmans et al. (2020) considered
the Vega-C rocket as a launch vehicle with a 2250 kg maximum launch mass.
That means it can lift off both satellites, each of 1000 kg, and a 250 kg satel-
lite dispenser. Moreover, the geometrical dimensions of the rocket fairing also
constrain the maximum size of the satellites. On the other hand, the authors
mentioned that, for successful gravimetry missions, the orbit altitude should be
low (<400 km), while the mission lifetime long enough to cover a full solar cycle
(11 years). On the instruments’ level, ultrasensitive inertial sensors perform bet-
ter on a drag-compensated platform, as it was shown for SGRS by Dávila Álvarez
et al. (2022). Inter-satellite laser interferometers also require an accurate enough
pointing to maintain the range measurements. Therefore, an advanced attitude
and orbit control system including eight ion thrusters and three magnetic tor-
quers for maintaining the satellite’s orientation as well as a large ion thruster for
compensating air drag were considered by Dionisio et al. (2018). Such an electric
propulsion system is estimated to have a high power demand (∼ 1 kW), which
might be enlarged by novel inertial sensors. Deployable solar panels might be an
optimum option as they could acquire enough power for all consumer devices, also
within unfavorable solar illumination conditions due to the non sun-synchronous
orbits, and do not significantly increase the satellite dimensions and mass. How-
ever, extended solar arrays increase the satellite’s cross-sectorial area, enlarging
the impact of the atmospheric drag and solar radiation pressure. If these solar ar-
rays are not perfectly rigid, they may vibrate, leading to unwanted perturbations
and accelerations.

A joint study of the three institutions Leibniz University Hannover, Max Planck
Institute for Gravitational Physics (IGP) and German Aerospace Center (DLR)
within the TerraQ collaborative project has been carried out in order to evaluate
the effect of the modified GRACE-like satellite shapes in terms of gravity field
recovery. Preliminary results of this study will be published in a joint paper
(Leipner et al. (2025), under revision).

Closed-loop simulations, similar to those that were introduced in Section 4.1, were
carried out. Here also finite element models of the satellites with modified shapes
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6.2 low-low Satellite-to-Satellite Tracking

and changing performance of the optical accelerometer modeled in ACME SGRS
were considered. Figure 6.15 shows a graphic rendition of the satellite shapes
that were studied. I - is a ‘standard’ GRACE(-FO) satellite shape (JPL-NASA,
2024) and the modified ones with the solar array mounted on top and bottom
are shown in II and III, respectively. According to Kornfeld et al. (2019), for
the ‘standard’ GRACE(-FO) satellite shape, the top panel provides 350W, while
each of the two side panels more than 510W in the worst-case scenario. Therefore
in total, solar arrays of the ‘standard’ spacecraft shape produce around 1.37 kW,
while within the modified shapes this quantity could be potentially increased up
to around 2 kW (Leipner et al., 2025).

I. GRACE-FO standard shape

II. GRACE-like shape (solar panel top)

III. GRACE-like shape (solar panel bottom)

Figure 6.15: 3D graphic rendition of the studied satellite shapes. I - GRACE-FO 3D
model JPL-NASA (2024); II - GRACE-like satellite with solar panels on
top; III - GRACE-like satellite with solar panels at bottom (I, II modified
based on JPL-NASA (2024)).

As the first step of the closed-loop procedure, orbit simulations in XHPS, de-
scribed in Section 4.2, were carried out. In addition to the different finite element
models of the spacecraft, various drag coefficients (CD) were used in the satellite
dynamics simulator. For the standard GRACE-FO satellite shape, a drag coef-
ficient equal to 2.25 was considered, which is in the range of a typical number
for a convex-shaped spacecraft (Montenbruck et al., 2002; Wöske et al., 2018).
For the modified satellite shapes, a drag coefficient equal to 4.5 was assumed as
a worst case scenario in order to adequately represent the enlarged surface area
in the direction of the drag. This number, which is twice larger than for the
‘standard’ spacecraft shape, was considered also in accordance with the drag co-
efficient estimates in Mehta et al. (2017). Also, a non-drag compensated regime
was considered in the orbit simulations. Figure 6.16 shows an orbit decay during
the simulated one month mission time span of the standard GRACE-FO satel-
lite (blue curve) and two satellites with extended solar panels (red and orange
curves). A similar altitude decay of both satellites with modified shapes are due
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to the same area of the solar arrays and identical drag coefficients. From the orbit
simulations, a total altitude difference of around 4 km can be observed after 31
days.
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Figure 6.16: Decay of the maximum orbit altitude per revolution of the standard
GRACE-FO and two shape-modified spacecraft during the simulated one
month mission time span (modified from Leipner et al. (2025)).

As it was already mentioned, a different level of accuracy of the SGRS optical
accelerometer modeled in ACME was considered in this study w.r.t. various
satellite shapes. Figure 6.17 shows ASD sensitivities of the modeled SGRS opti-
cal accelerometer for the standard GRACE-FO shape with a cross-sectorial area
of 1.16m2 (black curve) and for the orbiters with extended solar panels and a
cross-sectorial area of 1.47m2 (blue curve). Josselin et al. (1999) showed that
non-gravitational forces impact the TM through its coupling to the spacecraft.
Therefore, various cross-sectorial areas of the satellite would cause a different level
of the actuation noise, introduced in Section 4.3. This, in turn, would lead to a
certain discrepancy between the ASD curves above 1mHz (Leipner et al., 2025).
Similar to the other studies, high-pass filtering was also applied at 0.5mHz in
order to minimize the effect of the low-frequency components. It is clear that in
the high-frequency domain the errors of the inter-satellite LRI dominate over the
SGRS noise.

Figure 6.18 shows a degree RMS of the spherical harmonic coefficient differences,
plotted in geoid height, for the closed-loop simulations with the different satellite
shapes w.r.t. the time-variable HIS signal. The blue curve represents the residuals
from the standard shape case and the two modified ones are shown with orange
and green curves. First of all, it can be noticed that there is no degradation of the
science output due to more complicated satellite shapes. So, they can be used for
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SGRS	optical	acc.	(ACME)	for	GRACE-like	modified	shape	(cross-sectorial	area	1.47	m2)

SGRS	optical	acc.	(ACME)	for	GRACE-FO	standard	shape	(cross-sectorial	area	1.16	m2)
LRI	2033,	for	200	km	inter-satellite	separation

Figure 6.17: Comparison of the ASD sensitivities of the modeled SGRS optical ac-
celerometers on-board of the satellite with standard GRACE-FO shape
(black curve) and modified ones (blue curve). Measurement error of the
inter-satellite LRI anticipated in 2033 for the satellites separated by 200km
is shown as grey dotted line (Leipner et al., 2025).

gravity field recovery achieving similar performance as the standard GRACE-FO
shape. However, it is important to note here that multiple simplifications and
assumptions were considered in this evaluation in various steps, e.g. neglecting
of the ‘centrifugal’ term in QACC software (Equation (4.3)), omitting propellant
consumption and orbit maneuvering, assuming a rigid body of the spacecraft,
etc. The convergence of the curves of the modified cases can be explained by
their identical orbit decay and the same level of the modeled SGRS performance.
Therefore, it can be concluded that a non-drag compensated regime, leading to
the faster orbit decay of the satellites with extended solar arrays, is a relevant
factor in the retrieved gravity field models. In essence, the difference in GFR
between the standard and modified cases is mainly caused by the orbit effects.
In general, an important point to consider in this simulation is that modified
spacecraft shapes provide a trade-off between the duration of the mission life-time
and achieved accuracy of retrieved gravity models. On the one hand, smaller
residuals between the recovered and reference gravity models can be achieved,
but on the other hand, a prolongation of the mission time-frame would require a
higher supply of the propellant.
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6 Gravity Field Recovery Results from Simulations

Figure 6.18: Degree RMS of the spherical harmonic coefficient differences (true errors)
between recovered and EIGEN-6C4 gravity field models in geoid height (m)
from ll-SST simulations with different satellite shapes (based on Leipner
et al. (2025)).
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6.3 Cross-track Satellite Gravity Gradiometry

In Sections 6.1.1 and 6.2.1 it was shown that the North-South striping behavior
in GRACE-like ll-SST solutions is a common problem that occurs due to multi-
ple factors, i.e. orbit resonance effects (Kvas et al., 2019), sub-Nyquist artifacts
resulting from the oversampling of the Earth’s low-frequency gravitational signal
(Peidou and Pagiatakis, 2020) and measurement errors. On the other hand, a
cross-track gradiometer could provide useful measurements in East-West direc-
tion. Therefore, the idea of combining along-track ll-SST with cross-track SGG,
introduced in Section 6.3.3, also appears promising in terms of redundancy or
‘backup’ of inertial sensors in case of any failure or technical problem of one of
them. In Section 6.3.1, a performance comparison of the standalone single-axis
gradiometers that are placed in cross-track direction is shown. Such instruments
could be a component of the above-mentioned combination with ll-SST by placing
them on-board a GRACE-like satellite. An important factor is that an optical
gradiometer has higher technology readiness level, due to the flight heritage of
the GRS sensor on-board LISA-Pathfinder mission (Section 3.2), than a CAI in-
strument. Therefore, an optical gradiometer, modeled in ACME, is considered
for the combination with ll-SST.

6.3.1 Cross-track SGG Instruments

SGG is sensitive to different wavelengths of the gravity field signal, compared
to ll-SST type of measurements, as it was discussed in Sections 2.2.2, 2.2.3 and
3.1. Therefore, it is crucial to evaluate the performance of gradiometers, formed
by novel inertial sensors, and compare it w.r.t. GOCE’s high-sensitive axis gra-
diometer - the only realised SGG mission up to now. Angular rates of the satellite
about the cross-track axis ωy are much larger than about the along-track (ωx) and
nadir (ωz) axes (Stummer, 2012). Therefore, in this study modeled gradiometers
were arranged in the cross-track direction, measuring the Vyy gravity gradient
component (Equation (2.9)) with a baseline length Ly = 0.5 m. A near-polar,
drag-compensated orbit (#5 in Table 4.2) with a mean altitude of 247.35 km was
used in the SGG simulations.

Figure 6.19 shows the degree RMS in geoid height (Equation (2.35)) of the true
errors retrieved from the cross-track SGG simulations with different instruments.
In all cases, stochastic modeling have been applied with weights systematically
refined through three consecutive steps. Since the gradiometer measurements
are not sensitive to detect the time-variable gravity field signals, e.g. HIS, all
curves are located far over the mean monthly HIS signal (gray dashed line).
The red curve corresponds to the high-pass filtered high-sensitive axis of the
GOCE electrostatic gradiometer (Equation (5.2)). The purple curve belongs to
the gradiometer formed by a pair of modeled SGRS optical accelerometers in
ACME. Here, a high-pass filter was also applied in order to minimize the effect
of the low-frequency components. Both curves (red and purple) show a similar
performance, especially at high degrees. However, the latter one performs slightly
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better than the GOCE instrument in the degrees below 80. The other three curves
represent results based on CAI 10mE/

√
Hz and two hybrid gradiometers, formed

by a pair of hybrid accelerometers, introduced in Section 5.1. There the effect
of the CAI gyroscope, with a white-noise level close to 10−8 rad s−1 in terms of
angular velocity, which corresponds to an interrogation time of 10 s, was also
considered (Savoie et al., 2018). Gyroscopes are required to correct the rotation
of the gradiometer axis in the cross-track direction. However, the CAI gyroscope
with this level of accuracy does not significantly affect the GFR results. In
general, up to a degree of roughly 20, both hybrid gradiometers and those formed
by the optical SGRS show identical performance. The residuals from a hybrid
gradiometer that consists of the electrostatic SGRS of Dávila Álvarez et al. (2022)
and CAI (HosseiniArani et al., 2024) accelerometers are larger (orange curve).
This hybrid gradiometer is able to resolve the static gravity signal EIGEN-6C4
only up to degree 140, similar as the CAI 10mE/

√
Hz standalone gradiometer,

formed by a pair of inertial sensors introduced by HosseiniArani et al. (2024).
The green curve, that consists of a hybrid gradiometer formed by the electrostatic
part of the HybridSTAR sensor (Dalin et al., 2020) and the CAI accelerometers
(HosseiniArani et al., 2024), shows the best performance among the considered
instruments.
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SGG GFR orbit #4

Figure 6.19: Degree RMS of the spherical harmonic coefficient differences (true errors)
between recovered and EIGEN-6C4 gravity field models in geoid height (m)
from cross-track SGG simulations; Orbit: #5 (Table 4.2), h = 247.35 km;
* applied high-pass filter. [1] HosseiniArani et al. (2024); [2] Savoie et al.
(2018); [3] Dávila Álvarez et al. (2022); [4] Dalin et al. (2020); [5] Marque
et al. (2010); [6] Touboul et al. (2016).
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The global maps with the spatial distribution of the unitless spherical harmonic
residuals of the recovered gravity model w.r.t. the reference EIGEN-6C4, from the
above-mentioned gradiometer missions are shown in the Figure 6.20. The same
order of magnitude of the spatial residuals, equal to ±30m of EWH, are used in
all global maps for a more explicit comparison. On some maps, especially in I
and II, the residuals are grouped in wide stripes along the longitudinal direction,
which can be explained by the relatively poor performance of the single-axis
gradiometers in these cases and certain orbit resonance effects of the simulated
near-polar orbit. The smallest residuals can be observed in the maps III and V,
which correlates with the results shown in Figure 6.19.

GFR SGG orbit #5

II. Hybrid acc.: SGRS electrostatic acc. 
+ CAI 10 mE Hz-1/2 + CAI Gyro

V. SGRS optical acc. (ACME) 

IV. ‘GRADIO’ electrostatic acc. 
(high-sensitive axis) 

III. Hybrid acc.: ‘HybridSTAR’ (only electrostatic part)+ 
CAI 10 mE Hz-1/2 + CAI Gyro

I. CAI 10 mE Hz-1/2 + CAI Gyro

Figure 6.20: Spatial distribution of the residuals of the recovered gravity models w.r.t.
EIGEN-6C4, plotted on the global maps in EWH from cross-track SGG
simulations; Orbit: #5 (Table 4.2), h = 247.35 km; Considered inertial
sensors that formed the gradiometers are given below each graph. Colorbar
limited to ±30m EWH.

Spherical harmonic error spectra of the coefficient differences between the recov-
ered and reference gravity field models from the cross-track SGG simulations are
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shown in Figure 6.21 in logarithmic scale. In general, these graphs are consistent
w.r.t. the previously shown degree RMS curves (Figure 6.19) or global maps
with the residuals (Figure 6.20). The largest residuals of the zonal and tesseral
spherical harmonic coefficients are given (in red color) in graphs I and II. The
cases III and V show the smallest residuals, corresponding to the blue color.

GFR SGG orbit #5

II. Hybrid acc.: SGRS electrostatic acc. 
+ CAI 10 mE Hz-1/2 + CAI Gyro

IV. ‘GRADIO’ electrostatic acc. 
(high-sensitive axis) 

V. SGRS optical acc. (ACME) 

I. CAI 10 mE Hz-1/2 + CAI Gyro

III. Hybrid acc.: ‘HybridSTAR’ (only electrostatic part)+ 
CAI 10 mE Hz-1/2 + CAI Gyro

Figure 6.21: Spherical harmonic error spectra of the coefficient differences (true errors)
of the recovered gravity models w.r.t. EIGEN-6C4, from cross-track SGG
simulations; Orbit: #5 (Table 4.2), h = 247.35 km; Considered inertial
sensors that formed the gradiometers are given below each graph.
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6.3.2 Study of the Common Mode Gain Uncertainty in the
SGG case

Gravity gradients, derived from differential mode accelerations (Equation (2.5)),
are obtained from an ideal gradiometer. In reality estimated gravity gradients,
for example, in cross-track direction, can be introduced as

Vest,yy = α

(
a2 − a5
Ly

)
+ β

(
a2 + a5
Ly

)
, (6.2)

where, following the notation of Equation (2.9), a2 and a5 are the acceleration
measurements of accelerometers 2 and 5, Ly is the gradiometer baseline, α is the
differential mode gain and β is the common mode gain. In ideal case, α = 1 and
β = 0. However, imperfections of the gradiometer instrument, e.g., rotational
misalignments of the accelerometers, scale factor errors, non-perpendicular ac-
celerometer axes, etc., cause a failure of the common mode rejection (Koop et al.,
2001; Stummer et al., 2012; Douch et al., 2018). Therefore, a small fraction of
common mode accelerations leakes to measured differential mode accelerations.
The effect of the common mode rejection can be reduced by a proper calibration
method (Stummer, 2012). Different gradiometer calibration approaches exist us-
ing various sensors and data, e.g., accelerometers and star sensors (Siemes et al.,
2012), precise orbit determination (Visser, 2009; Visser and van den IJssel, 2016),
hl-SST, terrestrial and global gravity data (Bouman et al., 2004) and using only
star sensor data (Rispens and Bouman, 2009). It is important to mention that
common mode accelerations represent the sum of non-gravitational forces acting
on the spacecraft and feed to the satellite’s drag-free control system (Sneeuw
et al., 2001). Knabe (2023) estimated the common mode gain uncertainty for a
GOCE-like altitude from the calibration procedure tested within the simulated
XHPS data in the range of 2× 10−5 to 3× 10−7. Sechi et al. (2011) showed that
an amplitude spectral density of the residual linear acceleration is at the level of
2×10−9 (m/s2)/

√
Hz for the drag-free and attitude control of the GOCE satellite

(Romanazzo et al., 2011). Considering the above-mentioned terms, an equation
describing the ASD of the total gradiometer error (ASDgradio, total) is

ASDgradio, total = ASDgradio + β × ASDresidual acc., (6.3)

where ASDgradio is the ASD of gradiometer noise, β is the common mode gain and
ASDresidual acc. is the ASD of the residual linear acceleration. Figure 6.22 shows
ASD curves of the common mode gain uncertainty values, taken from Knabe
(2023), multiplied by the ASD of the residual linear acceleration (Sechi et al.,
2011), assumed as white noise. For comparison, an ASD of the gradiometer
formed by SGRS optical accelerometers derived in ACME is also shown. The
latter ASD (black curve) lies far above the other two ASDs. Therefore, the
impact of the common mode gain uncertainty, multiplied by the residual drag
acceleration, is negligibly small and can be neglected in gravity field recovery
simulations from SGG.
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Figure 6.22: ASD curves of two cases of the common mode gain uncertainty for a GOCE-
like orbit (h=250 km), multiplied by the residual drag ASD. Also, the ASD
sensitivity of the gradiometer formed by a pair of SGRS optical accelerom-
eters derived in ACME is shown. [1] Knabe (2023); [2] Sechi et al. (2011)
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6.3.3 Combination of ll-SST and Cross-track SGG

An elegant idea of placing a cross-track gradiometer in a ll-SST mission could po-
tentially solve multiple issues. In particular, this instrument configuration could
benefit from the advantages of the ll-SST and SGG measurement techniques, that
are sensitive to different spatio-temporal parts of the gravity signal (Purkhauser
and Pail, 2020). Cross-track gravity gradient measurements introduce valuable
information in East-West direction that could reduce the North-South striping
behavior, which is typical for GRACE-like solutions. Finally, the inclusion of ad-
ditional inertial sensors could provide redundancy, ensuring functionality in case
of any failure or unexpected measurement noise, as it was the case in GRACE-
FO about one month after the launch (Landerer et al., 2020). As a consequence,
placing supplementary inertial sensors might avoid the necessity of accelerometer
data transplantation (Bandikova et al., 2019) or the missing data recovery, for
example, by high-precision environment modeling (Huckfeldt et al., 2024).

The scheme of the combination of the ll-SST and cross-track SGG measurement
principles is shown in the Figure 6.23 (Kupriyanov et al., 2024b). The idea is to
place a state-of-the-art electrostatic SuperSTAR accelerometer in the center of
mass of each orbiter with a KBR inter-satellite range measurement instrument in
between. In the cross-track direction an enhanced gradiometer, formed by a pair
of optical SGRS, modeled in ACME, with a 10 times better performance w.r.t.
inertial sensor, given by the ASD Equation (5.5) is used. For this simulation,
a near-polar, drag-compensated orbit (#5 in Table 4.2) was used with a mean
altitude of 247.35 km. All colored noise sensors were high-pass filtered.

x
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d
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50 cm

Optical ACCs

SuperSTAR ACCs 

Figure 6.23: Scheme of the combination of ll-SST and cross-track SGG in a possible
future gravimetry mission (Kupriyanov et al., 2024b).
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Figure 6.24 shows the degree RMS in geoid height (Equation (2.35)) of the true
errors retrieved from the cross-track SGG (blue curve), ll-SST (orange curve)
and their combination (green curve). For the combination of retrieved gravity
solutions, here empirical weighting values (0.01 for ll-SST and 2 for SGG) were
utilized, instead of computed variance components (Equation (2.40)). This was
done in order to maximize the level of accuracy of the combined solution. How-
ever, despite of the utilization of an enhanced optical gradiometer, there is still
a large difference in the residuals between the ll-SST and SGG curves. The dif-
ference of more than two orders of magnitude originates from the application of
the stochastic modeling, when then true errors in the ll-SST case are reducing
significantly with each step (see Subsection 6.1.1). This makes it quite challeng-
ing to benefit from combining these two measurement principles. Therefore, the
green curve is almost identical to the orange one. However, as it was shown in
Kupriyanov et al. (2024b) (see Figure A.1 in the appendix) and Knabe (2023),
with only one iteration of stochastic modeling and non high-pass filtered instru-
ments, it is possible to get an improvement in the combined case w.r.t. standalone
ll-SST or SGG.

ll-SST + SGG

Figure 6.24: Degree RMS of the spherical harmonic coefficient differences (true errors)
between recovered and EIGEN-6C4 gravity field models in geoid height (m)
from ll-SST, cross-track SGG and their combination; Orbit: #5 (Table 4.2),
h = 247.35 km; * applied high-pass filter.

Figure 6.25 shows the global maps, as well as the spherical harmonic error spectra
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of the residuals for ll-SST, cross-track SGG and their combination. The global
maps are plotted with the same orders of magnitude equal to ±3 cm EWH. The
residuals in both, spatial and spectral domains from the ll-SST and combined
cases barely differ from each other.

ll-SST + SGG

SGG (cross-track): enhanced optical gradiometer (ACME)

ll-SST: SuperSTAR + KBR

Combination: ll-SST + SGG

Figure 6.25: Spatial distribution (on the left) and spherical harmonic error spectra (on
the right) of the residuals from ll-SST, cross-track SGG and their combi-
nation; Orbit: #5 (Table 4.2), h = 247.35 km; Measurement principles,
considered accelerometers and gradiometers are given below each graph.
Colorbar of the global maps limited to ±0.03m=±3 cm EWH.
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6.4 Triple and Quadruple Satellite Formations

6.4.1 Double Satellite Pair ‘Bender’ Constellation

The upcoming GRACE-C mission in a near-polar orbit and the NGGM in an
inclined orbit shall form the double-pair MAGIC. As it was mentioned in Section
3.3, it is anticipated that this Bender constellation of two satellite pairs will
dramatically improve the spatio-temporal resolution of the recovered gravity field
model. Such a new observation geometry will allow to determine smaller gravity
signals, e.g. from smaller river basins, as well as improve the resolvability of
high-frequency mass transport phenomena (Daras et al., 2023). Since the revisit
time will be reduced, short-term gravity field measurements can be used in early
warning services (Heller-Kaikov et al., 2023). As it was shown by multiple studies,
the performance of the MAGIC mission strongly depends on the orbit parameters,
especially of the inclined orbit. In order to maintain short-term repeat subcycles
of a few days, it is planned to utilize a drag-compensated platform in the inclined
orbit (Haagmans and Tsaoussi, 2020).

For the evaluation of the impact of the novel sensors for a Bender constellation,
a non-drag compensated, near-polar orbit (#1 in Table 4.2) and a drag-free,
inclined one (#4 in Table 4.2) were considered. A high-pass filtered SGRS optical
accelerometer modeled in ACME with the anticipated level of the accuracy of LRI
2030 were assumed in both satellite pairs. Stochastic modeling have been applied
in each case with weights progressively optimized over three successive steps. And
the combination of the retrieved gravity field solutions was done at the level of
normal equations, where the computed variance components act as a weighting
factors (Equation (2.40)).

Figure 6.26 shows the degree RMS in geoid height (on the left) and the corre-
sponding degree medians (on the right) of the true errors obtained from the ll-SST
simulations for the near-polar (blue curve), the inclined orbit (orange line) and
their combination (green curve). Residuals in the spectral domain are plotted
w.r.t. the static gravity signal EIGEN-6C4 (black dashed line) and the mean
monthly HIS signal (grey dashed dotted line). The combined case can reduce the
residuals, improving the retrieved model by almost 1 order of magnitude at all
degrees w.r.t. the standalone near-polar. However, it is important to note that
while the degree RMS is valid for all orbit configurations, the standalone inclined
pair lacks full global coverage, particularly over polar regions, and therefore does
not offer a globally representative error characterization—reflected in the elevated
RMS values across all degrees (orange curve in the left graph). These RMS val-
ues should be interpreted only as an indication of relative sensitivity over the
regions actually observed by the inclined pair. This coverage-related limitation is
addressed in Section 2.7, where different regularization techniques of the inclined
solution are presented. On the other hand, the degree median (right graph) pro-
vides a more robust metric in the case of the inclined orbit, as it suppresses the
influence of large outliers associated with non-observed zonal and near-zonal SH
coefficients due to the polar gap. In the subsequent investigation of the regular-
ization techniques for standalone incline solution (Section 6.4.3), GFR results are
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shown in both metrics for full comparison.

Figure 6.26: One-dimensional error spectrum of the spherical harmonic coefficient differ-
ences (true errors) between recovered and EIGEN-6C4 gravity field models
in geoid height (m) from the near-polar, inclined orbit and their combina-
tion. Left: degree RMS; Right: degree median values; Orbits: #1 and #4
(Table 4.2); h1 = 478.48 km, i1 = 89.03◦; h4 = 396.55 km, i4 = 70.01◦.

The spatial distribution of the residuals and spherical harmonic error spectra
from the near-polar, inclined orbit and combined case are shown in Figure 6.27.
For clarity, the same orders of magnitude, equal to ±0.5mm of EWH, are used
in all global maps. The global map of the residuals from the inclined orbit is
plotted only in the range of ±63◦ of latitude, since in the near-polar and polar
regions there are large outliers, due to non-coverage of those areas by the inclined
satellite pair. A characteristic feature of the spherical harmonic error spectrum
from the inclined satellite pair is the wedge of the poorly determined zonal and
near-zonal coefficients due to the polar gap problem. This is clearly visible in
the corresponding graph in Figure 6.27. By closer examination of this wedge,
a specific expanding-narrowing shape can be noticed along the degree axis. At
spherical harmonic degrees less than 40-45, the amount of poorly determined co-
efficients (depicted in red) is increasing faster than the well-observed tesseral and
sectorial coefficients (shown in blue color). At degrees above 50, the wedge, due
to the polar gap, gets stabilized. In other words, the number of properly observed
spherical harmonic coefficients per degree is increasing more noticeably than the
amount of poorly-determined coefficients. This can be noticed especially around
degrees 80-90. And this specific feature of the wedge explains the parabolic shape
of the degree RMS curve from the inclined orbit (orange line) in Figure 6.26.

Regarding the pattern of the spatial residuals, they are more evenly distributed in
the combined case than in the near-polar case. Measurements from the inclined
pair reduce the North-South striping behavior without any filtering and post-
processing.
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Bender (3 iterations of 
VCM each solution)

Double satellite pair (Bender constellation)

Inclined satellite pair

Near-polar satellite pair

Figure 6.27: Spatial distribution (on the left) and spherical harmonic error spectra (on
the right) of the residuals from ll-SST on the near-polar, inclined orbit and
their combination; Orbits: #1 and #4 (Table 4.2); h1 = 478.48 km, i1 =
89.03◦; h4 = 396.55 km, i4 = 70.01◦. Colorbar of the global maps limited
to ±0.0005m=±0.5mm EWH.
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6.4.2 Scale Factor Study for Residual Drag in ll-SST Case

The upcoming NGGM mission is supposed to operate in a drag-free regime in an
inclined orbit (Massotti et al., 2021). Accelerometers in this case will measure only
non-compensated residual non-gravitational accelerations that are dominated by
air drag (Abrykosov et al., 2019). This residual drag occurs due to the inabil-
ity of the satellite’s thrusters to generate a small enough compensation thrust.
In general, accelerometer calibration is a complicated task, where one has to
consider the effects from the onboard environment on the inertial sensor, and it
depends on the context of data usage (Klinger and Mayer-Gürr, 2016). Different
accelerometer calibration approaches exist, e.g., by non-gravitational force model-
ing (Klinger and Mayer-Gürr, 2016; Wöske et al., 2018), by replacing unrealistic
accelerations because of thruster firing by model-based responses (Behzadpour
et al., 2021), by precise orbit determination processes (Zhang et al., 2023).

Oberndorfer (2000) introduced a measurement model of the accelerometer as

Γa = K0,A +K1,AγA +K lm,AγA +K2,AγAγA + noise, (6.4)

where Γa is the measured acceleration, K0,A bias, K1,A linear scale factor, γA

acceleration of the test mass, K lm,A coupling and misorientation matrix, K2,A

quadratic factor and noise is the measurement noise. Here, among the mea-
surement noise, we also consider a linear scale factor and neglect the coupling
and misorientation of the accelerometer axes, quadratic factor and bias. For the
GRACE and GOCE missions, scale factor knowledge was considered equal to 1 %,
while for the e2-motion concept for a future gravimetry mission it was assumed
at the level of 0.2 % (NGGM-D Team et al., 2014). Abrykosov et al. (2019)
mentioned 10−2 or 1 % scale factor knowledge for electrostatic accelerometers.
In more recent studies, Zahzam et al. (2022) gave a scale factor knowledge of
2 × 10−3 for electrostatic and 10−5 or 0.001 % for hybrid inertial sensors. For
standalone CAI accelerometers, 10−9 scale factor knowledge was given by Knabe
(2023).

In this scale factor study, we consider an equation describing the ASD of the total
accelerometer error (ASDACC., total) as

ASDACC., total = ASDACC + sf × ASDresidual acc., (6.5)

where ASDACC is the ASD of accelerometer noise, sf is the scale factor knowledge
and ASDresidual acc. is the ASD of the residual linear acceleration. The latter one
was considered as white noise at the level of 5× 10−9 (m/s2)/

√
Hz, which corre-

sponds to NGGM with an inclined orbit at h = 400 km (Massotti et al., 2021).
Multiplication of the residual drag with the scale factor shows an incomplete
compensation of the non-conservative accelerations that contribute to the ac-
celerometer performance (Abrykosov et al., 2019). Figure 6.28 shows ASD curves
of the different scale factors multiplied by the ASD of the residual linear accelera-
tion. Three scale factor uncertainties, constant over the observation period, were
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considered: 1 % pessimistic, 0.1 % realistic and 0.01 % optimistic cases. For com-
parison, an ASD of the SGRS optical accelerometer derived in ACME and ASD
curves of inter-satellite LRI measurement errors are shown. The impact from the
‘pessimistic’ scale factor (red curve) causes a certain noise increase in the range of
∼ 0.13mHz− 10mHz when considering an optical inertial sensor with LRI 2024
(grey solid line). The impact from the ‘realistic’ scale factor (green curve) gives a
small noise increase in the vicinity of 1mHz considering an optical accelerometer
with LRI 2030 (grey dashed line). Since the ASD of the ‘optimistic’ scale factor,
multiplied by the residual drag (yellow line), lies below the ASD of the SGRS, it
only dominates over the ASD of LRI 2033 (grey dotted line) at low frequencies.
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Figure 6.28: Comparison of the ASD curves of three cases of scale factor errors for
NGGM in the inclined orbit (h=400 km), multiplied by the residual drag
ASD. Also, the ASD sensitivity of the SGRS optical accelerometer de-
rived in ACME and ASDs of the inter-satellite LRI measurement errors
are shown. [1] Massotti et al. (2021).
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6.4.3 Investigation of the Regularization Techniques for
ll-SST at the Standalone Inclined Orbit

The upcoming GRACE-C mission in a near-polar orbit is planned to be launched
a few years earlier than NGGM. Therefore, it may happen that after the decom-
missioning of GRACE-C at its end-of-life and in case of not replacing it by a
new polar pair in time, NGGM in the inclined orbit could be the only opera-
tional ll-SST gravimetry mission. As a consequence, it is important to evaluate
the performance of that satellite pair as a standalone mission by means of GFR
simulations and taking into account the polar gap problem.

Here and in the Section A.2 of the appendix, results of GFR simulations with
different regularization techniques for the ll-SST at the standalone inclined or-
bit are shown. A drag-compensated orbit with inclination 70.01◦ and the mean
altitude 396.55 km (#4 in Table 4.2) was used. The necessity of regularization
for the inclined orbit, as well as six considered techniques, were introduced in
Section 2.7. Here a non-filtered SGRS optical accelerometer, modeled in ACME,
with LRI 2030 was considered in all cases. High-pass filtering was not applied
to the inertial sensor, as it removes both, signal and noise components, and acts
by itself as a kind of regularization. A similar effect would have a co-estimation
of additional parameters that could minimize the impact of the accelerometer’s
drift in the low-frequency range. Therefore, for a more explicit difference, a non-
filtered inertial sensor was considered. Also, stochastic modeling was not applied,
here.

Figure 6.29 (on top) shows the degree RMS in geoid height (Equation (2.35)) of
the true errors retrieved from inclined ll-SST simulations with Tikhonov 0 order
regularization. The corresponding L-curve is shown on the bottom of the figure. A
set of regularization parameters α = 10−12, 10−14, ..., 10−20 has been investigated.
Each dot on the L-curve graph has the same color as the corresponding curve on
the upper figure. A regularization parameter α = 10−16 (red point on the bottom
graph of Figure 6.29) seems to minimize both L2-norms of the solution (ordinate
axis) and residual (abscissa axis) in the best possible way. Degree median values
of the Tikhonov 0 order regularization are shown in Figure A.2 in the appendix.

On top of Figure A.3 in the appendix, degree RMS in geoid height of the true
errors retrieved from inclined ll-SST simulations with Tikhonov 1st order reg-
ularization are shown. Here, the same set of regularization parameters α =
10−12, 10−14, ..., 10−20 was considered. According to the corresponding L-curve
and zoomed fragment there (at the bottom of Figure A.3), α = 10−17 (purple
point) reduces both L2 norms as much as possible. From the upper graph it is
noticeable how the oscillatory behavior of the curves are increasing by moving
towards smaller regularization parameters. Figure A.4 in the appendix presents
the degree median values obtained using 1st order Tikhonov regularization.

The results of applied Tikhonov 2nd order regularization for the standalone satel-
lite pair in the inclined orbit are shown in Figure A.5 in the appendix. The degree
RMS in geoid height of the spherical harmonic coefficient differences are shown
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Tikhonov 0. order

Figure 6.29: Top: Degree RMS of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Tikhonov 0 order regu-
larization; Bottom: Corresponding L-curve for the regularized solutions.
Considered regularization parameters are given in the legend. Orbit: #4
(Table 4.2), h = 396.55 km.
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on the top and the corresponding L-curve at the bottom. The same set of reg-
ularization parameters as in the previous two cases has been investigated. From
the zoomed fragment of the L-curve, it is visible that a solution with α = 10−18

(brown point) minimizes optimally both solution ||x̂||2 and residual ||Ax̂ − l||2
norms. Degree median values of the Tikhonov 2nd order regularization are shown
in Figure A.6 in the appendix.

Regularization of standalone ll-SST in the inclined orbit using the Kaula method
is shown in Figure 6.30. Here regularization parameters α = 10−25, 10−27, ..., 10−33

were analyzed. According to the L-curve, the regularization parameter α = 10−29

(red point) seems to be the optimum one. In the graph with degree RMS curves,
one can notice an increasing oscillatory behavior of the curves with smaller reg-
ularization parameters. Figure A.7 in the appendix presents the degree median
values obtained using Kaula regularization.

Degree RMS of the true errors, plotted in geoid height, and the corresponding
L-curve of the solutions regularized by Kaula including the polar gap (Equation
(2.36)) are shown in the Figure A.8 in the appendix. The upper graph is charac-
terized by the oscillatory behavior with all regularization parameters. According
to the bottom graph, a regularized solution with α = 10−29 (red point) optimally
reduces both L2-norms. Corresponding Figure A.9 in the appendix shows the de-
gree median values obtained using Kaula including the polar gap regularization.

Finally, results of the Kaula order-dependent regularization (Equation (2.38))
with a set of regularized parameters α = 10−27, 10−29, ..., 10−35 are shown in
Figure A.10 in the appendix. According to the L-curve graph, the solution with
α = 10−32 (purple point) optimally minimizes both L2-norms. Curves on the
degree RMS graph (on top of Figure A.10) are characterized by an oscillating
behavior. Degree median values of the Kaula order-dependent regularization are
shown in Figure A.11 in the appendix.

Figure 6.31 shows degree RMS of the spherical harmonic coefficient differences ob-
tained from the non-regularized (blue curve) and regularized by six different meth-
ods. All regularized solutions were plotted with an optimal α, discussed above.
Besides the non-regularized case, the solution with Tikhonov 0 order (orange
curve), Kaula including polar gap (red curve) and Kaula order-dependent weight-
ing (pink curve) intersect the static gravity field signal (black dashed curve). The
error spectra of the residuals from the three other cases, Tikhonov 1st order (pur-
ple curve), 2nd order (brown curve) and Kaula (green curve), are located beyond
the EIGEN-6C4 signal. Note that the residuals in the spectral domain from
Tikhonov 2nd order and Kaula regularization are very close to each other, which
correlates with Metzler and Pail (2005). Corresponding degree median values of
the non-regularized and various regularized methods are shown in Figure A.12
in the appendix. It should also be highlighted that the demonstrated regularized
solutions are only valid for particular orbit settings, i.e. drag-free orbit #4 (Ta-
ble 4.2). With other orbit parameters, e.g., for inclination or altitude, the results
would differ.
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Kaula

(With the most optimal reg parameter)

Figure 6.30: Top: Degree RMS of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Kaula regularization; Bot-
tom: Corresponding L-curve for the regularized solutions. Considered reg-
ularization parameters are given in the legend. Orbit: #4 (Table 4.2), h =
396.55 km.
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Figure 6.31: Degree RMS of the spherical harmonic coefficient differences (true errors)
between recovered and EIGEN-6C4 gravity field models in geoid height
(m) for the inclined ll-SST simulations, regularized by different methods;
Orbit: #4 (Table 4.2), h = 396.55 km.
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6.4.4 Novel Triple Satellite Formations

Gravity products from GRACE and GRACE-FO missions have a conceptual
problem causing North-South striping, which has been noted by many authors
(Wouters et al., 2014; Humphrey et al., 2023; Kupriyanov et al., 2024b). The
source of such longitudinal stripes could be orbit resonance effects (Kvas et al.,
2019), sub-Nyquist artifacts originated from the oversampling of the Earth’s low-
frequency gravitational signal of the geoid along the parallels of latitude (Peidou
and Pagiatakis, 2020) and measurement errors. Striping effect can be reduced at
a certain level by using novel inertial sensors, as it was demonstrated in Section
6.2.1. Another option for improving the multi-directionality of the recovered data
could be adding measurements oriented not in the North-South direction. For
example, a double satellite pair ‘Bender’ constellation could dramatically improve
the pattern of the spatial residuals as it was shown in Section 6.4.1.

Multiple studies were previously carried out evaluating alternative mission archi-
tectures for future satellite gravimetry (Wiese et al., 2009; Reubelt et al., 2010;
Elsaka et al., 2014, 2015). In this study two new triple satellite formations are
evaluated via closed-loop simulations. The key idea, in order to minimize the
consistent North-South striping effect, is to add a third satellite in addition to
the in-line GRACE-like formation and provide ll-SST measurements in the East-
West direction. A third satellite can be placed in an orbit which differs by a
certain angle w.r.t. the in-line formation. This difference could be either by
a change in right ascension of the ascending node angle (Ω) or of inclination
(i). Selection of the orbit parameters for the second orbit is a non-trivial task
as the desired satellite configuration should satisfy a certain trade-off. On the
one hand, the best sensitivity in terms of GFR can be reached for large inter-
satellite distances (Reubelt et al., 2010). On the other, the level of accuracy of
the inter-satellite LRI is degrading w.r.t. enlarging the distance (Elsaka et al.,
2014). Therefore, considered orbit parameters should be optimal both, in terms
of geodetic performance and technical realization.

In this section, the GFR results obtained from the two novel triple satellite for-
mations are shown. Considered assumptions, anticipated advantages as well as
technical challenges are also being discussed.

6.4.4.1 Orbits Differ by Right Ascension of the Ascending Node

A scheme of the first triple satellite formation, where the orbits differ by a right
ascension of the ascending node (Ω), is shown in Figure 6.32. The orbit for the
third satellite, depicted as C in the graph, differs only by ∆Ω = 1◦. Such a
variation produces a 120 km separation between the orbits at the equator. Since
Ω does not impact the secular variations, such a formation is stable. This means
that the inter-satellite distance between the orbiters B and C at the equator is
not increasing during the time. The two orbits intersect at the poles, making
such formation similar, to some extent, to the Pendulum constellation, evaluated
by Elsaka et al. (2014). The key difference is that in the proposed triple forma-
tion, the line-of-sight between the satellites B and C is always aligned along the
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parallels. Regarding the in-line formation, a ‘standard’ GRACE-like satellite pair
is considered, separated by about 200 km. All three satellites are assumed to be
placed in near-polar, non drag-compensated orbits with the same altitude around
500 km (#1 and #3 in Table 4.2).Constellation ∆Ω

∼120 km separation between 
satellites B & C on equator

orbit #1
(Ω=203.47°)

∼200 km separation 
between satellites A & B

C

A

B

orbit #3
(Ω=204.47°)

Figure 6.32: Scheme of the combination of the in-line and cross-track formation dif-
fering by the right ascension of the ascending node; Orbits: #1 and #3
(Table 4.2); h1 = h3 = 478.48 km, Ω1 = 203.47◦; Ω3 = 204.47◦ (based on
Kupriyanov et al. (2024a)).

Figure 6.33 shows the degree RMS in geoid height (Equation (2.35)) of the true
errors retrieved from the ll-SST measurements in the in-line (blue curve), cross-
track (orange curve) formation and their combination (green curve). Residuals in
the spectral domain are plotted w.r.t. the static gravity signal EIGEN-6C4 (black
dashed line) and a mean monthly HIS signal (grey dashed dotted line). Stochas-
tic modeling, where the weights are optimised step-by-step in three iterations,
was applied for the in-line (satellites A and B) and cross-track measurements
(satellites B and C ). The combined solution was acquired at the level of nor-
mal equations, where the computed variance components act as weighting factors
(Equation (2.40)). It was considered that each satellite is equipped with an SGRS
optical accelerometer derived in ACME, where the noise component was high-pass
filtered. However, taking into account the current level of pointing accuracies of
the GRACE-like satellites, i.e. 2.5mrad in roll axis and 250 µrad in pitch and yaw
(Goswami et al., 2021), different inter-satellite ranging instruments were assumed
in the in-line and cross-track formations (similar to Kupriyanov et al. (2024a)).
In the in-line case, the anticipated level of accuracy of LRI 2033 was used, while
in the cross-track measurements the LRI 2024. This was done in order to take
into account a certain degradation of the laser beam steering mechanism due to
increased tilt-to-length noise and the coupling caused by satellites pointing vari-
ations (Wegener et al., 2020). According to Figure 6.33 the in-line formation has
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a better performance than the cross-track, potentially resolving the time-variable
signal up to degree 120, while the latter one only up to degree 90 if evaluated
separately.

incl. high pass filter

Figure 6.33: Degree RMS of the spherical harmonic coefficient differences (true errors)
between recovered and EIGEN-6C4 gravity field models in geoid height
(m) from ll-SST for the in-line, cross-track formation (differs by Ω) and
their combination; Orbits: #1 and #3 (Table 4.2); h1 = h3 = 478.48 km,
Ω1 = 203.47◦; Ω3 = 204.47◦ (based on Kupriyanov et al. (2024a)).

Figure 6.34 shows the spatial distribution of the residuals and spherical harmonic
error spectra from the in-line, cross-track formations and their combination. Sim-
ilar as before, the global maps are plotted with the same orders of magnitude,
equal here to ±2.5mm EWH. From the bottom figure, it is evident that the pat-
tern of the spatial residuals in the merged case are more homogeneous, rather
than from the standalone in-line case in the top figure.

However, it is important to highlight that the cross-track range measurements in
this formation are technically challenging for current inter-satellite LRI systems.
The reason is the high relative range-rates between the orbiters B and C (up
to several dozen m/s), while the current feasible range-rate for heterodyne lasers
that are used on-board GRACE-FO is ±10m/s (Sheard et al., 2012; Elsaka et al.,
2014). Therefore, in order to maintain measurements with such high relative
range-rates, certain developments have to be done, extending the dynamic range
of the LRI.
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Triple sat 
(RAAN)

in-line formation (A&B): SGRS optical acc. (ACME) + LRI 2033

cross-track formation (B&C): SGRS optical acc. (ACME) + LRI 2024, 200 km baseline

in-line + cross-track formation (A,B,C)

Figure 6.34: Spatial distribution (on the left) and spherical harmonic error spectra (on
the right) of the residuals from ll-SST for the in-line, cross-track formation
(differs by Ω) and their combination; Orbits: #1 and #3 (Table 4.2); h1 =
h3 = 478.48 km, Ω1 = 203.47◦; Ω3 = 204.47◦ (based on Kupriyanov et al.
(2024a)). Colorbar of the global maps limited to ±0.0025m=±2.5mm
EWH.
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6.4.4.2 Orbits Differ by Inclination

The scheme of the second triple satellite formation, where the orbits differ by
inclination (i), is shown in Figure 6.35. Here the second orbit differs by ∆i =
1◦. With this configuration the orbits are as far apart as possible in the polar
regions. Due to the secular perturbations of the right ascension of the ascending
node (Ω̇), a stable formation is not guaranteed (Elsaka, 2012; Bloßfeld et al.,
2014). Constantly changing Ω̇ leads to the situation that the orbital planes
are counter-rotating w.r.t. each other. This implies that the distance between
the satellites B and C is permanently increasing. From the orbit simulations
performed in XHPS, it was found that after one month the orbital planes are
drifted away from each other by 400 km in the near equatorial area, from 120
to 520 km. Here, non-drag compensated, near-polar orbits #1 and #2 from the
Table 4.2 were considered.

orbit #1
(i=89.03°)

unstable cross-track formation.  
∼120-520 km drifting separation 
between satellites B & C at the poles

orbit #2
(i=90.03°)

∼200 km separation 
between satellites A & B

B

A

C

𝜟𝛀𝜟𝛀

Constellation ∆i

Figure 6.35: Scheme of the combination of the in-line and cross-track formation differing
by the inclination; Orbits: #1 and #2 (Table 4.2); h1 = h2 = 478.48 km,
i1 = 89.03◦; i2 = 90.03◦ (based on Kupriyanov et al. (2024a)).

In this formation, similar to the other one, an SGRS optical accelerometer mod-
eled in ACME with high-pass filtered noise was assumed on-board all spacecraft.
Similarly, different levels of accuracy for the inter-satellite LRI have been as-
sumed in the along- and cross-track directions. For the in-line formation, an LRI
2033 was used, while for the perpendicular range measurements, a LRI 2024 with
L = 600 km baseline was considered (Equation (5.7) and yellow curve in Figure
5.4). Again, stochastic modeling, where the weights are optimised step-by-step
in three iterations, was applied for the in-line and cross-track measurements.
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Identically the combination was done at the level of normal equations, based on
computed variance components. Degree RMS of the true errors from each for-
mation individually and their combination are shown in Figure 6.36. Residuals
from the in-line formation are indicated by the blue curve, the cross-track by
the orange and the combined case by the green line. In general, the graph looks
identical to Figure 6.33, with the only difference that here residuals from the
cross-track formation are a bit larger. Therefore, the time-variable background
HIS signal can potentially be resolved only up to degree 80.

incl high pass filter

Figure 6.36: Degree RMS of the spherical harmonic coefficient differences (true errors)
between recovered and EIGEN-6C4 gravity field models in geoid height (m)
from ll-SST for the in-line, cross-track formation (differs by i) and their
combination; Orbits: #1 and #2 (Table 4.2); h1 = h2 = 478.48 km, i1 =
89.03◦; i2 = 90.03◦.

The spatial distribution of the residuals and spherical harmonic error spectra
from this satellite formation, depicted in Figure 6.37, also look very similar to
the other constellation (Figure (6.34)). Here the same order of magnitude, equal
to ±2.5mm EWH, is used in the global maps.

However, the satellite formation which differs by inclination is even more techni-
cally challenging compared to the one differing by right ascension of the ascending
node. In addition to the orbit planes that are drifting away from each other, the
relative range-rates between the satellite B and C are up to several hundred m/s.
Without a certain orbit maintenance that might reduce the drifting of the orbit
planes, such constellation is extremely challenging to implement.

112



6.4 Triple and Quadruple Satellite Formations

Triple sat 
(inclination)

in-line formation (A&B): SGRS optical acc. (ACME) + LRI 2033

in-line + cross-track formation (A,B,C)

cross-track formation (B&C): SGRS optical acc. (ACME) + LRI 2024, 600 km baseline

Figure 6.37: Spatial distribution (on the left) and spherical harmonic error spectra (on
the right) of the residuals from ll-SST for the in-line, cross-track (differs
by i) and their combination; Orbits: #1 and #2 (Table 4.2); h1 = h2 =
478.48 km, i1 = 89.03◦; i2 = 90.03◦. Colorbar of the global maps limited
to ±0.0025m=±2.5mm EWH.
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6 Gravity Field Recovery Results from Simulations

Figure 6.38 shows the comparison of the degree RMS of the true errors from the
standalone in-line satellite pair (blue curve), triple satellite formations differing
by Ω (green line) and differing by inclination (orange line). Generally speaking,
gravity field models retrieved from both novel constellations show a similar level
of accuracy. Moreover, they both outperform the standalone formation at degrees
starting from 20.

incl. high pass filter

Figure 6.38: Degree RMS of the spherical harmonic coefficient differences (true errors)
between recovered and EIGEN-6C4 gravity field models in geoid height
(m) from ll-SST for the in-line, triple satellite formation (∆i) and (∆Ω);
Orbits: #1, #2 and #3 (Table 4.2); based on Kupriyanov et al. (2024a).
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6.5 Chapter Summary

6.5 Chapter Summary

This chapter provides a full-fledged, comprehensive evaluation of the performance
of the novel sensors on-board current and possible future gravimetry missions.
Starting from the nuances of numerical simulation, i.e. impact of stochastic mod-
eling (Section 6.1), a section follows on the assessment of capabilities of the inertial
sensors with different measurement principles, e.g., SGRS optical, electrostatic,
CAI, hybrid accelerometers in ll-SST formation (Section 6.2.1). It continues by
the GFR simulations including time-variable background modeling errors (Sec-
tion 6.2.2) and GRACE-like satellites with extended solar panels that might be
relevant in future (Section 6.2.3). GFR analysis also includes the performance
evaluation of the cross-track gradiometers, formed by the different accelerometers
(Section 6.3.1), including the study of the common mode gain uncertainty due to
the imperfections of the instrument (Section 6.3.2). Results of the combination
of the ll-SST and cross-track SGG measurement techniques are shown in Section
6.3.3. In Section 6.4.1 GFR results from the double pair ‘Bender’ constellation
with the orbit parameters that the MAGIC mission is supposed to utilize are
shown. Also, since the NGGM placed in an inclined orbit will be in a drag-free
regime, a scale factor study for the residual drag in ll-SST is discussed in Subsec-
tion 6.4.2. Recovered models from the regularized and non-regularized standalone
inclined satellite pair are presented in Section 6.4.3. There, the effect of six dif-
ferent regularization techniques is shown and compared w.r.t. each other. The
chapter ends with a Section 6.4.4, where the GFR from two novel triple satellite
formations are discussed as well as technical challenges that would occur in their
realization.
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7 Conclusions and Outlook

Satellite gravimetry provides critical data on mass change phenomena and its
effects on Earth’s systems, but there is an urgent need for new sensors and mea-
surement concepts to meet the scientific community’s increasing demand for more
accurate spatio-temporal information. This study focuses on the performance
evaluation of novel accelerometers with interferometric optical TM displacement
readout and satellite formation flights.

The study aimed to address the research questions formulated in Section 1.2.
This work is built upon three essential pillars:

1. Adaptation of optical accelerometry technology, pioneered by the LISA
Pathfinder mission, for satellite gravimetry missions in LEO. For this part
an ACME software tool was developed. Also, forward modeling in XHPS
consisting of detailed background models are carried out;

2. Backward modeling, i.e. evaluation and comparison of the performance,
in terms of GFR, of the proposed SGRS optical accelerometer (and a gra-
diometer formed by a pair of corresponding inertial sensors) with other in-
struments based on different technologies (e.g., CAI, electrostatic, hybrid)
using comprehensive closed-loop procedures;

3. Investigation (also in terms of GFR) of novel measurement principles, such
as satellite formations or combinations of different techniques, that could
potentially improve the quality of future gravity models.

The GRS from the LISA-Pathfinder mission was operated in a ‘quiet’ environ-
ment at Lagrange point L1, but in order to study the GRS in LEO with strong
non-conservative forces, the satellite dynamics simulator XHPS together with the
ACME toolbox were used. Orbit simulations include time-variable background
models up to high degrees and consider various non-gravitational forces. A pe-
riod of high solar activity (May, 2002), characterized by increased air drag and
solar radiation pressure, was used as worst case in order to ensure that the pa-
rameters for the electrostatic levitation of the TM were adequate and that the
accelerometer would maintain controllability. Five different orbits were used in
this study for various scenarios. Three of them were non-drag compensated and
two consider a perfect drag compensation regime. Regarding the inertial sen-
sor development, a SGRS modeled in ACME was considered to have an identical
wireless charge management system similar to the GRS from LISA-Pathfinder. A
one-degree-of-freedom accelerometer was used, taking into account multiple error
sources. The noise budget of the SGRS was obtained in the frequency domain,
taking into account the non-gravitational accelerations acting in corresponding
orbits, simulated in the XHPS software. Also, the impact of changed parameter
values, e.g., TM mass and the gap between the TM and electrode housing, was
evaluated. Dependencies that have been identified during the parameterization,
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7 Conclusions and Outlook

e.g., an accelerometer with a heavier TM performs better, correlate with studies
of other groups. In general, consistent orbit simulations with inertial sensor mod-
eling demonstrated the capability of the adaptation of the optical accelerometry
technology for gravimetry missions in LEO, where the environment has a strong
effect, e.g. deceleration up to 1300 nm/s2 in along-track direction at an altitude
of 450 km.

Errors of the inertial sensors and inter-satellite ranging instruments that were
investigated in terms of GFR simulations are discussed. Accelerometers with a
colored noise or ‘drift’ at low frequencies needed a bias co-estimation. This holds
for the state-of-the-art electrostatic sensors, for example, SuperSTAR, GRADIO,
as well as for the modeled SGRS optical accelerometer. This effect was mini-
mized by applying a minimum-order finite impulse response high-pass filter to
the corresponding noise part. However, this is an optimistic approximation, since
in reality one can not filter out only the noise part alone.

Comparison of the performance of the simulated SGRS optical accelerometer
with other types of inertial sensors, i.e. state-of-the-art CAI and hybrid (elec-
trostatic+CAI), were carried out in terms of GFR for the non-drag compen-
sated ll-SST configuration. GFR simulations with a one month mission time
span, demonstrate that the SGRS optical accelerometer outperforms standalone
CAI and hybrid inertial sensors. Evaluation in the spatial domain shows that
the North-South striping was significantly reduced by utilizing novel instruments
w.r.t. the current SuperSTAR sensor and minimize the residuals up to ±5mm
EWH.

From the comparison of the ASD of the total noise budget of the simulated SGRS
with the measurement error of the inter-satellite LRI in high frequencies (above
10mHz), it can be concluded that future limitations in GFR might be driven
more by the performance of the inter-satellite ranging instrument rather than the
inertial sensor.

In almost all GFR simulations, the low-frequency part of the SGRS was high-pass
filtered. The non-filtered SGRS was considered at the investigation of the impact
of stochastic modeling and the study of the different regularization techniques
for the inclined orbit, which will be relevant if the near-polar pair would be
decommissioned earlier. Here, non-filtered cases were evaluated in order to show
more explicitly the effect of the low-frequency part since the high-pass filtering
acts by itself as a kind of regularization.

Research confirms that time-variable background modeling and associated alias-
ing errors significantly impact on current satellite gravimetry missions, overshad-
owing the advantages offered by novel inertial and range measurement sensors.
These errors persist as a limiting factor, complicating efforts to fully leverage the
enhanced precision and accuracy of modern sensor technology and to compare
instruments effectively.

A possible effect of the satellites with extended solar panels on the recovered
gravity models was studied, as these modified shapes of orbiters might be used in

118



future due to the anticipated increased power consumption of on-board systems.
Only a slight difference in the retrieved gravity models from the standard and
modified shapes was obtained. Taking into account certain assumptions and
simplifications in satellite dynamics, inertial sensor modeling and gravity field
recovery, this discrepancy was mostly due to the orbital effects. In principle,
there was no degradation of the science output due to more complex spacecraft
shapes.

Performance evaluation of the novel sensors was done not only in ll-SST forma-
tions, but also considering cross-track gradiometry. It was shown that modeled
optical gradiometers show a certain improvement w.r.t high-sensitive axis of the
GOCE gradiometer. However, a hybrid gradiometer consisting of an electrostatic
part of the HybridSTAR and a CAI of 10mE/

√
Hz gave the best performance

among the considered instruments. To conclude for the second research question,
it can be stated that modeled optical accelerometers together with LRI 2033 out-
perform other inertial sensors in a ll-SST configuration. In the SGG case, an
instrument, formed by a pair of SGRS, shows slightly better performance than
the high-sensitive axis of the GOCE gradiometer.

The potential combination of ll-SST and cross-track SGG measurement tech-
niques was one of the topics addressed in the third research question, i.e. the
investigation of novel satellite formations and combinations. The studied fusions
do not provide a valuable benefit. Despite considering a gradiometer, formed by
a pair of enhanced optical SGRS, it is quite challenging to obtain any improve-
ment in the combined solution. This result correlates with the outcomes of other
research groups. However, this concept could benefit in terms of redundancy
of the inertial sensors in case of failure or any other technical issues with one
of them. Also within this research question, GFR from a Bender constellation
was studied with the orbit parameters of the upcoming MAGIC mission where
a SGRS on-board of all four satellites was modeled. As expected, this combined
solution drastically improved the quality of the recovered gravity field w.r.t. the
standalone near-polar pair, with the added benefit of using optical accelerome-
ters, which further enhanced performance compared to recent electrostatic inertial
sensors. Finally, two novel triple satellite formations were investigated to reduce
the North-South striping behavior and improve the spatio-temporal quality of
the recovered gravity model. A reduced performance of the inter-satellite LRI in
the cross-track axis was taken into account in order to consider the less accurate
level of the pointing accuracy. Combined solutions from both satellite formations
showed a certain improvement w.r.t. the retrieved model from the standalone
in-line satellite pair. Spatial residuals from both formations were reduced down
to ±2.5mm EWH with a good homogeneity of the data. However, extremely high
relative range rates between the satellites in the cross-track direction make such
measurements quite challenging for current LRI systems. Moreover, in order to
measure the cross-track range changes at higher rates, significant modifications
of the satellite bus, LRI beam steering mechanism, etc. are needed.
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Outlook

Further research can be continued in multiple aspects. At the inertial sensor level,
the research can be extended by considering more realistic error budgets. In par-
ticular, further development is required for the thermal stability noise level that
is the dominant error-source of the modeled accelerometer in the low frequency
range. In the current work, it was considered similar to the MicroSTAR inertial
sensor of ONERA. But there is a certain potential for enhancement. Moreover,
some valuable information regarding the noise level at the low frequencies could
probably be expected from the anticipated launch of a SGRS electrostatic ac-
celerometer from a scientific group of the University of Florida that is planned in
the upcoming years. Since some of the upcoming gravimetry missions would uti-
lize a drag-compensated regime, a quantification of the performance of the mod-
eled accelerometers and thruster systems on such platforms would be a logical
continuation of the work. Also, hybrid accelerometers show promising potential,
particularly in the low-frequency domain, where they exhibit a white noise behav-
ior. As these advancements could significantly enhance the precision in various
applications, it is essential to further study and optimize their performance in
future research to fully exploit their capabilities.

Orbit simulations and their effect on the retrieved gravity field quality possess
significant potential for continuing research. For example, investigation of the
simulated double-pair orbit scenarios according to the duration of the repeat sub-
cycles, altitude, inclination, stability or instability of the orbit formations w.r.t.
each other, etc., could provide valuable information for future satellite gravime-
try missions. Results can be evaluated by selecting optimal orbit characteristics
for short-term (e.g., 3-5 days) gravity field measurements that can be used, for
example, in near-real-time early warning services of flooding. Novel triple satel-
lite formations that were introduced in this work could be further studied in
detail, for example, considering active drag-reduction or attitude control tech-
niques that could reduce undesirable high relative range-rates and Doppler shifts
between the satellite in the cross-track direction. Also, recent lifetime predictions
for the GRACE-FO mission suggest it could potentially remain operational into
the 2030s, coinciding with the planned launches of GRACE-C and NGGM. This
highlights the importance of exploring GFR from more intricate satellite constel-
lations, including configurations with two near-polar pairs and one inclined pair,
complemented by measurements from Chinese gravimetry missions.

In general, the inclusion of the insufficient time-variable background modelling
would bring the simulations closer to reality. As background models and as-
sociated error sources are one of the major limiting factors in current satellite
gravimetry, it is of utmost importance to consider them properly in simulations.

The impact of satellites with modified shapes, in particular with extended so-
lar arrays, on the recovered gravity field quality warrants further investigation
as well. For example, it would be beneficial to evaluate and compare the perfor-
mance of the attitude control system for both the standard and modified GRACE
spacecraft shapes. This analysis could consider factors such as power production
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and consumption estimates, potential reductions in pointing accuracy due to star
camera shadowing by enlarged solar panels, impact of vibrations caused by the
structural flexibility of the solar arrays, etc.

A promising theme for further research is gravity field recovery with auxiliary
sensors and technologies. For example, angular velocity sensing obtained by the
differential wavefront measurements of either the orientation of the accelerometer
test mass w.r.t. satellite platform or from the inter-satellite laser interferometer.
Also, the combination with alternative sensors, e.g., optical clocks, could be in-
vestigated. Preliminary studies have shown a certain potential of supplementing
the gravity field recovery by this measurement technique.

In addition, in the era of the ‘space renaissance’ when a large number of satellites
are planned to be launched in the next decade, a promising avenue of exploration
could be the utilization of these extensive constellations in LEO for geodesy ap-
plications. Some examples of constellations, which implementation has already
begun or is expected to start in the coming years, are: the Starlink mega con-
stellation, designed primarily to provide global internet coverage, could also be
used for opportunistic navigation, complementing GNSS satellites in terms of
timing and positioning services (Kassas et al., 2021). The IRIS2 (Infrastructure
for Resilience, Interconnectivity, and Security by Satellite) European Union pro-
gram will use a multi-orbital satellite constellation in LEO, Medium Earth Orbit
(MEO) and Geostationary Orbit (GEO). By 2027 the constellation is expected
to include up to 170 LEO satellites providing global coverage, low latency, and
high bandwidth for secure communications (Latvian Space Office, 2024). Another
European constellation is Low Earth Orbit Positioning Navigation and Timing
(LEO-PNT). It is a satellite constellation designed to evaluate the use of novel
signals and frequency bands to achieve outstanding resilience and precision in
navigation. According to the press release from 18 of March 2024 (European
Space Agency, 2024), a complete demonstration constellation shall be in orbit
before 2027. The above-mentioned satellite constellations could utilize the hl-
SST measurement principle to provide the low-frequency part, i.e. the large-scale
structures of the gravity signal (de Teixeira da Encarnacao, 2015). Such mea-
surements would only be sensitive to low spherical harmonic degrees, but with
unprecedented spatial distribution this data could be valuable for certain applica-
tions, for instance, in temporal de-aliasing of the mass redistributions with short
periods occurring in the atmosphere and oceans. Corresponding numerical mod-
eling demonstrated that the aliasing effect on the low-degree part of the Bender
constellation can be substantially reduced by combining it with the Starlink-like
constellation (Liu et al., 2024).
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A Appendix

A.1 Combination of ll-SST and Cross-track SGG

Figure A.1: Degree RMS of the spherical harmonic coefficient differences (true errors)
between recovered and EIGEN-6C4 gravity field models in geoid height
(m) from ll-SST, cross-track SGG and their combination; Orbit: h ≈
250 km; Note: applied stochastic modeling with weights optimised through
one consecutive step. Also, a high-pass filter has not been implemented
(Kupriyanov et al., 2024b).
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A Appendix

A.2 Regularization Techniques for ll-SST at the
Standalone Inclined Orbit

Tikhonov 0. order

Figure A.2: Degree median values of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Tikhonov 0 order regu-
larization. Considered regularization parameters are given in the legend.
Orbit: #4 (Table 4.2), h = 396.55 km.
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A.2 Regularization Techniques for ll-SST at the Standalone Inclined Orbit

Tikhonov 1. order

(With the most optimal reg parameter)

Figure A.3: Top: Degree RMS of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Tikhonov 1st order reg-
ularization; Bottom: Corresponding L-curve for the regularized solutions.
Considered regularization parameters are given in the legend. Orbit: #4
(Table 4.2), h = 396.55 km.

125



A Appendix

Tikhonov 1. order

Figure A.4: Degree median values of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Tikhonov 1st order reg-
ularization. Considered regularization parameters are given in the legend.
Orbit: #4 (Table 4.2), h = 396.55 km.
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A.2 Regularization Techniques for ll-SST at the Standalone Inclined Orbit

Tikhonov 2. order

(With the most optimal reg parameter)

Figure A.5: Top: Degree RMS of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Tikhonov 2nd order reg-
ularization; Bottom: Corresponding L-curve for the regularized solutions.
Considered regularization parameters are given in the legend. Orbit: #4
(Table 4.2), h = 396.55 km.
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Tikhonov 2. order

Figure A.6: Degree median values of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Tikhonov 2nd order reg-
ularization. Considered regularization parameters are given in the legend.
Orbit: #4 (Table 4.2), h = 396.55 km.
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A.2 Regularization Techniques for ll-SST at the Standalone Inclined Orbit

Kaula

Figure A.7: Degree median values of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Kaula regularization. Con-
sidered regularization parameters are given in the legend. Orbit: #4 (Table
4.2), h = 396.55 km.
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Kaula incl. polar gap

(With the most optimal reg parameter)

Figure A.8: Top: Degree RMS of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Kaula incl. the polar gap
regularization; Bottom: Corresponding L-curve for the regularized solu-
tions. Considered regularization parameters are given in the legend. Orbit:
#4 (Table 4.2), h = 396.55 km.
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A.2 Regularization Techniques for ll-SST at the Standalone Inclined Orbit

Kaula incl. polar gap

Figure A.9: Degree median values of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Kaula incl. the polar
gap regularization. Considered regularization parameters are given in the
legend. Orbit: #4 (Table 4.2), h = 396.55 km.
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Kaula order-dependent

(With the most optimal reg parameter)

Figure A.10: Top: Degree RMS of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Kaula order-dependent
regularization; Bottom: Corresponding L-curve for the regularized solu-
tions. Considered regularization parameters are given in the legend. Or-
bit: #4 (Table 4.2), h = 396.55 km.
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A.2 Regularization Techniques for ll-SST at the Standalone Inclined Orbit

Kaula order-dependent

Figure A.11: Degree median values of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) from inclined ll-SST simulations with Kaula order-dependent
regularization. Considered regularization parameters are given in the leg-
end. All curves overlap. Orbit: #4 (Table 4.2), h = 396.55 km.
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Figure A.12: Degree median values of the spherical harmonic coefficient differences (true
errors) between recovered and EIGEN-6C4 gravity field models in geoid
height (m) for the inclined ll-SST simulations, regularized by different
methods; Orbit: #4 (Table 4.2), h = 396.55 km.
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