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Abstract

Relativistic geodesy enables a novel approach that utilises atomic clocks for deriv-
ing geodetic parameters. A clock lifted by 1 cm or affected by a gravity potential
variation of 0.1 m2/s2 observes a fractional frequency change of 10−18. To study
the detection of time-variable gravity signals with clocks, case studies have been
conducted in five regions characterised by different mass change processes: the Hi-
malayas, Amazon, Greenland, Fennoscandia, and Japan. Clock observations, af-
fected by both mass changes and vertical land deformations, have been simulated
as gravity potential variations. In the Himalayas and Amazon, seasonal potential
variations reveal regional precipitation and hydrological cycles, while in Greenland,
long-term ice mass loss is captured. In Fennoscandia, glacial isostatic adjustment
mainly leads to vertical deformations, and in Japan, clock measurements provide
insights into co-seismic and post-seismic potential variations, illustrated for the 2011
Tōhoku earthquake. The reference clock for the comparisons was assumed to be
realised by a combination of ground-based and space-based clocks in known satellite
orbits, with overall uncertainties better than 10−18. These case studies demonstrate
the great potential of clock networks to detect subtle geophysical signals, enhanc-
ing our understanding of the Earth’s dynamic processes. To realize an international
height reference system, a comprehensive study using closed-loop simulations has
been carried out with the goal of unifying regional/local height systems in Europe
and Brazil, targeting an accuracy of 1 cm. Various error sources were investigated
such as datum offsets, slopes (both in latitude and longitude direction), accumu-
lated tilts based on the distance from reference tide gauges, and elevation-dependent
errors. Clocks with fractional uncertainties of 10−18 and 10−17 were assumed, ac-
counting for intrinsic clock uncertainties, temporal correlations, external factors like
tidal effects, propagation delays, and the presence of outliers. Different clock distri-
bution strategies were tested to determine some optimised network setup for a good
estimation of these errors considering clocks at distant levelling points, reference tide
gauges, and elevated locations. A network design involving master and local clocks
with reduced linkages appears quite good. A unification accuracy of 1 cm can be
achieved. Moreover, the unified height systems of Europe and Brazil related to the
global geoid can be realised with a height accuracy of 3 cm. The third application of
clock networks focuses on monitoring the global sea level, which has been increasing
over several decades due to climate change. Up to now, Absolute Sea Level (ASL)
changes can only be accurately determined from Relative Sea Level (RSL) measure-
ments by properly accounting for vertical land movements at tide gauge benchmarks.
Atomic clocks at these tide gauges can provide real-time, absolute physical height
changes. Since RSL is affected by regional tidal datums, local variations must be
considered to ensure a consistent, global ASL measurement. By incorporating land
motion derived from clock observations, it is possible to establish a uniform reference
datum, enabling accurate, geoid-based assessments of global sea level changes. These
applications show that relativistic geodesy with clocks can revolutionize geodesy by
near real-time, pointwise and direct measurements of the time-variable gravity po-
tential.

Keywords: Atomic clocks, chronometric Geodesy, time-variable gravity, global
height system, absolute sea level
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Zusammenfassung

Die relativistische Geodäsie ermöglicht einen neuartigen Ansatz, bei dem Atomuhren
zur Ableitung geodätischer Parameter verwendet werden. Eine Uhr, die um 1 cm
angehoben wird oder bei der sich das Schwerepotential um 0,1 m2/s2 ändert, erfährt
eine Frequenzänderung von 10−18. Um die Erfassung zeitvariabler Schweresignale mit
Uhren zu untersuchen, wurden Fallstudien in fünf Regionen durchgeführt, die durch
unterschiedliche Massenänderungsprozesse gekennzeichnet sind: Himalaya, Ama-
zonas, Grönland, Fennoskandien und Japan. Uhrenbeobachtungen, die sowohl von
Massenänderungen als auch von vertikalen Landdeformationen beeinflusst werden,
wurden als Schwerepotentialschwankungen simuliert. Im Himalaya und im Ama-
zonasgebiet geben die saisonalen Potentialschwankungen Aufschluss über regionale
Niederschläge und hydrologische Zyklen, während in Grönland der langfristige Eis-
massenverlust erfasst wird. In Fennoskandien führt der glazial-isostatische Ausgle-
ichsprozess hauptsächlich zu vertikalen Deformationen, und in Japan liefern Zeitmes-
sungen Einblicke in koseismische und postseismische Potentialschwankungen, wie sie
für das Tōhoku-Erdbeben 2011 veranschaulicht wurden. Als Referenzuhr für die
Vergleiche wurde eine Kombination aus boden- und weltraumgestützten Uhren in
bekannten Satellitenbahnen angenommen, wobei die Gesamtunsicherheiten besser
als 10−18 sind. Diese Fallstudien zeigen das große Potenzial von Uhrennetzwerken
zur Erkennung subtiler geophysikalischer Signale, die unser Verständnis der dy-
namischen Prozesse der Erde verbessern. Um ein internationales Höhenreferenzsys-
tem zu verwirklichen, wurde eine umfassende Studie mit Hilfe von Closed-Loop-
Simulationen mit dem Ziel durchgeführt, regionale/lokale Höhensysteme in Europa
und Brasilien zu vereinheitlichen und eine Genauigkeit von 1 cm zu erreichen. Es
wurden verschiedene Fehlerquellen untersucht, wie z. B. Datumsabweichungen, Nei-
gungen (sowohl in Breiten- als auch in Längenrichtung), akkumulierte Neigungen,
die auf der Entfernung von Referenzpegeln basieren, und höhenabhängige Fehler.
Es wurden Uhren mit relativen Unsicherheiten von 10−18 und 10−17 angenommen,
wobei intrinsische Unsicherheiten der Uhren, zeitliche Korrelationen, externe Fak-
toren wie Gezeiteneffekte, Ausbreitungsverzögerungen und das Vorhandensein von
Ausreißern berücksichtigt wurden. Es wurden verschiedene Strategien zur Verteilung
der Uhren getestet, um ein optimales Netzwerk für eine gute Schätzung dieser Fehler
unter Berücksichtigung von Uhren an entfernten Nivellierpunkten, Referenzpegeln
und Standorten mit größerer Höhe zu ermitteln. Ein Netzwerkdesign mit Haupt-
und lokalen Uhren sowie reduzierten Verbindungen erscheint recht gut zu sein. Es
kann eine Vereinheitlichungsgenauigkeit von 1 cm erreicht werden. Darüber hinaus
konnten die vereinheitlichten Höhensysteme Europas und Brasiliens mit Bezug auf
das globale Geoid mit einer Höhengenauigkeit von 3 cm realisiert werden. Die dritte
Anwendung von Uhrennetzen konzentriert sich auf die Überwachung des globalen
Meeresspiegels, der aufgrund des Klimawandels seit mehreren Jahrzehnten ansteigt.
Bislang können Änderungen des absoluten Meeresspiegels (ASL) nur aus Messun-
gen des relativen Meeresspiegels (RSL) genau bestimmt werden, indem vertikale
Landbewegungen an Gezeitenmesspunkten geeignet berücksichtigt werden. Atom-
uhren an diesen Pegeln können absolute physikalische Höhenänderungen in Echtzeit
liefern. Da der RSL durch regionale Gezeitendaten beeinflusst wird, müssen lokale
Schwankungen berücksichtigt werden, um eine konsistente, globale ASL-Messung
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zu gewährleisten. Durch die Einbeziehung von Landbewegungen, die von Uhren-
beobachtungen abgeleitet werden, ist es möglich, ein einheitliches Referenzdatum
festzulegen, das eine genaue, auf das Geoid basierende Bestimmung der globalen
Meeresspiegelveränderungen ermöglicht. Diese Anwendungen zeigen, dass die rela-
tivistische Geodäsie mit Uhren die Geodäsie durch punktuelle und direkte Messungen
des zeitvariablen Schwerepotenzials nahezu in Echtzeit revolutionieren kann.

Schlagwörter: Atomuhren, chronometrische Geodäsie, zeitvariables Schwerefeld,
globales Höhensystem, absoluter Meeresspiegel
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1 Introduction

1.1 Background & Motivation

Geodesy, based on advanced mathematical formulations, seeks to model and
determine Earth’s shape, gravity field, and rotation (Hofmann-Wellenhof and
Moritz, 2006). The ticking rate of a clock is influenced by both gravitational
potential and velocity, according to the theory of relativity, with both effects
contributing to time dilation (Pützfeld and Lämmerzahl, 2019). These frequency
changes, measurable with high-performance atomic clocks, provide a novel method
to observe Earth’s geodetic parameters (Müller et al., 2008; Denker et al., 2018;
Müller et al., 2018).

Temporal gravity signals, arising from mass redistribution processes such as
glacier melting, groundwater depletion, and tectonic activity, are crucial for
understanding climate change and resource management (Tapley et al., 2019;
Pail et al., 2015). They can also be observed with clocks in the future. High-
performance clocks provide a unique advantage by directly measuring the to-
tal effective gravity potential change at a specific point over time, accounting
for both mass redistribution and associated vertical land displacement on a de-
formable Earth (Schröder et al., 2021). In contrast, satellite gravimetry, such
as GRACE, measures only the gravitational potential variations caused by mass
anomalies under a rigid Earth assumption (Wahr, 1985). To determine the total
effective potential variation at a point, satellite gravimetry data must be com-
bined with GNSS-derived observations of vertical land motion at the location
of interest. This integration introduces complexities and potential inaccuracies.
Clocks bypass these challenges by offering direct, pointwise measurements of the
total effective potential, making them an unparalleled tool for studying dynamic
Earth processes (Vincent and Müller, 2023).

Classical geodetic methods such as terrestrial gravimetry, levelling, and satellite
gravimetry, have advanced our understanding of the gravity field and physical
heights. However, these methods are constrained by limitations due to their
spatial and temporal resolution and inaccuracies from measurement techniques
and modelling assumptions (Sánchez et al., 2021). Height systems referenced to
the local mean sea level vary across regions and are not aligned with the global
geoid, creating inconsistencies. The IAG has defined the concept of an Interna-
tional Height Reference System (IHRS), which standardizes vertical coordinates
as geopotential numbers (Ihde et al., 2017). This system facilitates the unifica-
tion of diverse local height systems that currently employ orthometric, dynamic,
or normal heights (Jekeli, 2000). While GNSS provides ellipsoidal heights, the
determination of geopotential numbers still requires combining gravity and level-
ling data. Clocks directly measure gravity potential values relative to a reference
clock at a known datum point, making them a valuable tool for determining ver-

1



1 Introduction

tical datum parameters or errors in the local height systems and unifying them
(Wu et al., 2018; Wu and Müller, 2022). Through clock-based observations, the
realization of a globally consistent height system becomes achievable, ensuring
accurate and consistent elevation data worldwide (Vincent et al., 2025).

Monitoring sea level changes is vital for understanding climate impacts, particu-
larly in low-lying coastal regions (Lindsey, 2007). Currently, Absolute Sea Level
(ASL) is measured either by satellite altimetry, which provides sea surface heights
or by combining Relative Sea Level (RSL) from tide gauges with vertical land mo-
tion derived from GNSS (Peng et al., 2021). However, RSL is referenced to local
benchmarks, such as GNSS points or tidal datums, which vary across locations
and introduce inconsistencies. Clocks provide a solution by offering both relative
sea level and vertical land motion, directly referenced to a common standard,
thereby enabling globally consistent absolute sea level measurements (Vincent
and Müller, 2024). By integrating clock observations into sea level monitoring
networks, it becomes possible to achieve uniform and accurate ASL monitoring
on a global scale, advancing our understanding of sea level dynamics.

Optical atomic clocks, with fractional uncertainties as low as 10−18, corresponding
to 0.1 m2/s2 in gravity potential or a 1 cm height change, can overcome the
limitations of classical techniques (Bothwell et al., 2019; McGrew et al., 2018).
These clocks offer real-time, pointwise measurements with better accuracy, paving
the way for transformative advancements in geodesy (Grotti et al., 2024; Voigt
et al., 2016). The applications of this technology are vast. From time-variable
gravity signals to global height systems and absolute sea level monitoring, their
integration into geodesy offers promising insights into Earth’s dynamic processes,
infrastructure development, and addresses critical challenges posed by climate
change within a relativistic framework.

By exploring the potential of optical atomic clocks, the research aims to bridge
fundamental physics with applied geodesy, laying the groundwork for a new era
in Earth observation.

1.2 State of the Art

Chronometric geodesy, leveraging high-precision atomic clocks, is rapidly devel-
oping as a tool to measure geodetic parameters. Early numerical studies by Voigt
et al. (2016) analyzed tidal temporal gravity signals relevant for clock compar-
isons, while Schröder et al. (2021) extended simulations to non-tidal signals across
Europe. Additionally, optical clocks have been proposed as a means to contin-
uously monitor geoid changes with high temporal resolution, offering potential
applications in earthquake prediction, volcanic activity monitoring, and detecting
surface deformation from activities like hydraulic fracturing (Bondarescu et al.,
2015). Recent work has expanded these analyses globally, incorporating a vari-
ety of non-tidal mass redistribution signals over longer time series, highlighting
the potential of clock networks to complement satellite gravimetry in monitoring
time-variable gravity (Vincent and Müller, 2023).

2



1.2 State of the Art

The International Height Reference System (IHRS) (Sánchez et al., 2023) frame-
work, promoted by the International Association of Geodesy, aims to unify ver-
tical datums globally. Implementation currently relies on combined satellite
gravimetry (e.g., GRACE, GOCE), terrestrial gravity measurements, and GNSS
positioning (Gerlach and Rummel, 2013; Sideris et al., 2014). The study by
Lion et al. (2017) focuses on regional high-resolution geopotential determina-
tion using synthetic clock and gravity data. A major milestone was achieved
by the ICON Collaboration, which demonstrated international comparisons of
transportable optical clocks without relying on high-performance frequency links
or precise geopotential knowledge, enabling centimeter-level height offset deter-
mination and validating clock transportability for global geodetic applications
(Clock et al., 2024). Two strategies for clock-based IHRS realization have been
proposed: (i) establishing a hierarchical global network of atomic clocks, and
(ii) using clock networks to detect and correct systematic errors in existing lo-
cal height systems (Wu et al., 2018; Wu and Müller, 2022). Simulations show
that optical clock networks connected by fibers can transfer height information
between datums at centimeter-level accuracy, aiding height system unification
(Hoang et al., 2023). Shen et al. (2023b) proposed a satellite frequency sig-
nal transmission (SFST) method to unify distant vertical height systems using
clock comparisons, achieving centimeter-level accuracy in simulations between
China and the US. Recent advancements include optimized clock network de-
signs that reduce link requirements and incorporate realistic error sources such
as tidal influences and time-correlated clock noise, demonstrated through test
cases of European and Brazilian height systems (Vincent et al., 2025).

In sea level monitoring, satellite altimetry missions (e.g., JASON, Sentinel-6)
provide global sea surface height data referenced to geoid models, while GNSS
stations support land motion measurements combined with tide gauges for rela-
tive sea level assessment (Fu and Cazenave, 2000; Peng et al., 2021). Integrat-
ing these datasets poses challenges related to reference frame consistency and
geoid model accuracy (Featherstone, 2001). Clock-based geodesy offers a novel
approach by replacing GNSS benchmarks with clocks, enabling consistent, real-
time, and pointwise measurements of both relative sea level and vertical land
motion directly tied to the geoid (Vincent and Müller, 2024).

Technological progress in optical lattice clocks and ion clocks has pushed fre-
quency uncertainties to the 10−18 level, with institutions such as NIST, RIKEN,
and PTB leading these advances (Aeppli et al., 2024; Rojo et al., 2024; Takamoto
and Katori, 2024; Grotti et al., 2024; Leibrandt et al., 2024). Systematic uncer-
tainties as low as 10−19 have been achieved with fibre links under realistic field
conditions (Lisdat et al., 2016; Koke et al., 2019). Wu et al. (2024) used hydrogen
clocks and satellite time transfer to estimate geopotential differences between re-
mote sites, with deviations aligning with clock stability limits. Space-based clock
missions, including ESA’s ACES, aim to extend these capabilities for global grav-
itational field mapping and relativistic geodesy (Cacciapuoti and Salomon, 2011;
Cacciapuoti et al., 2024).

3



1 Introduction

1.3 Overview

This research explores the potential of terrestrial clock networks in geodesy by
addressing three main applications:

1. Detection of Time-Variable Gravity Signals: Time-variable gravity signals,
driven by continuous mass redistributions in the Earth system, are critical for
understanding climate change, resource management, and sustainable develop-
ment. How high-performance optical atomic clocks can observe such signals by
simulating realistic observation scenarios is investigated. The focus is on non-
tidal signals, including terrestrial water storage variations, glacial isostatic ad-
justment, present-day ice mass loss, and seismic activities. By leveraging the
ability of clocks to provide direct measurements of gravity potential variations on
a deformable Earth, the research question is:

How sensitive are clock networks for detecting different time-variable gravity sig-
nals under realistic configurations?

2. Realization of an International Height Reference System (IHRS): A unified
global height system referenced to the geoid is essential for consistent height data,
where current systems rely on the local mean sea level and classical levelling,
which accumulate errors over distance. Satellite and ground-based gravimetry
methods, while useful, are limited by spatial resolution and model assumptions.
Chronometric levelling is used in this study to unify existing local/regional height
systems. By simulating clock observations and considering realistic error sources,
the aim is to answer:

How can local height systems be unified into a global IHRS using clock observa-
tions under realistic conditions?

What are the optimal configurations and error tolerances for achieving the rele-
vant high accuracy in global height system unification?

3. Globally Consistent Absolute Sea Level Monitoring: Current methods for
monitoring absolute sea level changes rely on relative sea level measurements
combined with vertical land motion estimates at GNSS benchmarks, which are
limited by local tidal datum inconsistencies and ellipsoidal reference. The fea-
sibility of using clock networks at tide gauge locations to directly monitor ASL
changes in a physical height frame is explored in this study. By simulating clock
observations as vertical land motion, the addressed research question is:

How well can clock networks provide consistent, geoid-related ASL measurements
on a global scale?

Through dedicated simulations of realistic observation scenarios, the thesis aims
to establish a framework for using high-performance atomic clocks for various
geodetic applications.
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1.4 Outline

1.4 Outline

The major goal of the research is to study various geodetic applications of clock
networks through simulations. The first chapter introduces the general back-
ground and motivation followed by an overview of the main research objectives.
The second chapter 2 provides the theoretical background, beginning with rela-
tivistic geodesy, based on Einstein’s general relativity theory, gravitational time
dilation, and redshift. The principle benefits of high-performance atomic clocks
for geodetic applications are introduced. Further, mass redistribution in the
Earth System, exploring time-variable gravity signals, including surface deforma-
tion, tidal, and non-tidal effects are discussed with how clocks can be used as
geodetic sensors for dynamic Earth monitoring. The next section addresses the
global height system, covering geopotential numbers, physical heights, and height
system unification techniques focusing on chronometric levelling with detailing on
biases in local heights and uncertainties of clock observations. The clock-based
adjustment procedure is further discussed. The chapter concludes with global sea
level monitoring, distinguishing between relative and absolute sea levels and de-
scribing how clocks can measure land motion. Chapters 3, 4, and 5 are dedicated
to these three major research fields for possible applications of clock networks in
Geodesy. Chapter 3 focuses on how clock networks can monitor temporal gravity
changes. It addressed the impact of centrifugal potential variations. The role
of reference clocks in time-series analysis is discussed. Simulation strategies are
detailed, followed by various case studies: Himalayas (hydrological signals and
monsoon dynamics), Amazon (seasonal hydrological patterns), Greenland (ice
mass loss), Fennoscandia (GIA signals), and Japan (Tōhoku earthquake with
co-seismic and post-seismic processes). Each case demonstrates how clock ob-
servations can detect specific gravity signals. Chapter 4 explores clock-based
height system unification. It begins with the impact of tidal effects on clock
observations. Later, details height system unification, presenting case studies
in Europe (linked to NAP) and Brazil (linked to Imbituba). In Europe, com-
plex error parameters are estimated with a discussion on optimal clock network
configuration and unification using different frequency standards. In Brazil, mod-
ified links, robust parameter estimation, and time correlation effects are included.
The chapter concludes by linking the unified height system to the global geoid,
emphasizing the need for consistency in the global framework. Chapter 5 is dedi-
cated to the potential of clock networks for monitoring absolute sea level changes.
The methodology is explained, including the simulation of clock observations and
derivation of absolute sea level changes. Land motion monitoring using clocks
is discussed, with simulations of tidal and non-tidal signals. The chapter con-
cludes with an assessment of geoid-based absolute sea level changes, particularly
along the European coast, highlighting the advantages of using clock networks for
coastal monitoring. Chapter 6 summarizes the main research results, discussing
the benefits and limitations of clock networks as geodetic tools. It highlights open
questions and proposes directions for future investigations to advance the field.
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2 Fundamentals

2.1 Relativistic Geodesy/ Chronometric Geodesy

Relativistic geodesy with clocks or chronometric geodesy, represents a novel and
promising approach that harnesses the principles of Einstein’s theory of relativity
to enhance our understanding of Earth’s gravity field and its applications in
geodesy. The foundation of this concept lies in the idea that the ticking rates of
precise atomic clocks are affected by the gravitational potential at the location of
the clock (Pützfeld and Lämmerzahl, 2019). This stems directly from Einstein’s
general theory of relativity, which predicts that clocks run slower in stronger
gravitational fields—a phenomenon known as gravitational time dilation (Dirac,
1996; Schmidt, 2000). Using highly accurate clocks as a new tool in geodesy opens
up a new dimension of measurements, where time becomes a geodetic observable.
One can determine differences in the gravitational potential by comparing the
ticking rates of clocks positioned at different locations (Bjerhammar, 1985). This
capability allows for the determination of height differences and gravitational
potential variations that are related to mass redistributions in the Earth.

The idea of using time measurements in geodetic applications was first proposed
by Bjerhammer (Bjerhammar, 1986). In his seminal work, Bjerhammer explored
the potential of using precise clock measurements to enhance traditional geodetic
methods, which rely on spatial measurements. He suggested that by utilizing
clocks with extreme precision, one could directly measure the gravitational po-
tential differences across the Earth’s surface, offering a new and potentially more
accurate and consistent way to conduct geodetic surveys. Bjerhammer’s pio-
neering concept laid the groundwork for what is now known as chronometric
geodesy, which has since then gained attraction as an innovative approach for
future geodetic applications (Denker et al., 2018; Müller et al., 2018; Delva et al.,
2019).

As technology advances and atomic clocks become increasingly accurate, the prac-
tical implementation of relativistic geodesy is becoming more feasible. The trans-
formation of clock rates into geodetic information can revolutionize the field, pro-
viding new tools for monitoring sea-level changes, understanding geodynamic pro-
cesses, and improving positioning systems like GNSS (Global Navigation Satel-
lite Systems) (Schröder et al., 2021; Vincent and Müller, 2024; Wu et al., 2018).
Chronometric geodesy, therefore, holds significant promise for enhancing our un-
derstanding of the Earth’s shape, gravity field, and dynamic processes, potentially
leading to more accurate and efficient geodetic measurements in the future (Mc-
Grew et al., 2018; Wu and Müller, 2022; Grotti et al., 2024).
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2 Fundamentals

2.1.1 Einstein’s Relativity Theory and Gravitational
Redshift

Introduction to General Relativity

General Relativity Theory (GRT) is a comprehensive theory of the gravitational
field, developed within the framework of the theory of relativity (Einstein, 1915).
According to GRT, matter and energy are responsible for generating the gravita-
tional field, which in turn affects the motion of matter (Lämmerzahl, 2009; Wald,
2010). This interaction fundamentally differs from the classical Newtonian view,
where gravity is seen as a force acting at a distance. In GRT, gravity is not a
force but a manifestation of the curvature of space-time caused by the presence
of mass and energy (Misner et al., 2017).

The mathematical relation of this curvature is given by the metric tensor (gµν),
a fundamental object in general relativity that defines the geometry of space-
time (Hawking and Ellis, 1975). The metric tensor gµν is used to determine the
distance between nearby points in space-time and governs the motion of objects
under the influence of gravity. The Einstein field equations, which are the core
of GRT, relate the metric tensor to the stress-energy tensor Tµν , representing the
distribution of matter and energy (Hartle, 2021; Ryder, 2020). In essence, the
gravitational field is defined as a change in the metric of space-time as determined
by gµν . When analyzing the time interval or line element for a time-like world-
line in the context of general relativity, the gravitational field plays a central role
(Philipp et al., 2017).

For a time-like world-line, which represents the path traced by an object with
mass moving through space-time, the interval ds2 corresponds to the proper time
dτ experienced by the object. This proper time is given by

dτ 2 = −ds2

c2
(2.1)

where ds2 is the space-time interval when using Einstein’s summation conven-
tion1,

ds2 = gµν(x
γ)dxµdxν . (2.2)

xγ = (x0,x1,x2,x3) represents the space-time coordinates with x0 = ct where t is
the coordinate time and c is the velocity of light. Here, x1,x2,x3 denote the spatial
coordinates, and dxµ and dxν are the differentials of the space-time coordinates.
The proper time dτ represents the time measured by a clock moving along the
time-like world-line. It is the time interval experienced by the observer or object in
its own reference frame. Hence, the interval ds2 quantifies the separation between
events in space-time, while for a time-like world line, it specifically measures
the proper time, reflecting the time taken according to the observer’s own clock

1Einstein’s summation convention implies that when an index appears twice in a single
term, once as a subscript and once as a superscript, summation over that index is assumed.
For example, AµBµ =

∑
µ A

µBµ.
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2.1 Relativistic Geodesy/ Chronometric Geodesy

(Lämmerzahl and Dittus, 2007).

Time Dilation and Gravitational Redshift

Time dilation refers to the phenomenon where the elapsed time dτ between two
events is affected by the presence of a gravitational field or relative velocity.
Clocks run slower in the presence of a stronger gravitational field (Pützfeld and
Lämmerzahl, 2019). The time dilation effect is quantified by comparing the
proper time experienced by an observer in a gravitational field to that experi-
enced by an observer far from any gravitational source. Gravitational redshift is
a consequence of time dilation (Wilhelm and Dwivedi, 2014). As light or any elec-
tromagnetic signal comes closer to a gravitational field, its frequency decreases,
leading to a redshift.

The relation between proper and coordinate time is obtained by(
dτ

dt

)2

= − 1

c2

(
g00

(
dx0

dt

)2

+ 2g0i
dx0

dt

dxi

dt
+ gij

dxi

dt

dxj

dt

)
(2.3)

where dτ
dt

represents the time dilation factor (Pützfeld and Lämmerzahl, 2019;
Lämmerzahl and Dittus, 2007). By defining vi(t) as the coordinate velocity along
xi(t), the equation can be reduced into(

dτ

dt

)2

= −g00 − g0i
2vi

c
− gij

vivj

c2
. (2.4)

The post-Newtonian form of the metric tensor which relates gµν to gravitatnal
potentials of time and spatial coordinates, V and V i as (Müller et al., 2018)

g00 = −1 +
2V

c2
− 2V 2

c4
+O(c−6) (2.5)

g0i = −4V i

c3
+O(c−5) (2.6)

gij = δij

[
1 +

2V

c2

]
+O(c−4). (2.7)

The gravitational potential observed in different reference frames affects the time
dilation experienced by clocks (Damour et al., 1991). The observed time dilation
and redshift will differ based on these frame-dependent potentials. There exist
different metrics. That of the Geocentric Celestial Reference System (GCRS)
centred in the non-rotating Earth can be given in a simplified way as

gGCRS
µν =


−1 + 2V

c2
0 0 0

0 1 0 0
0 0 1 0
0 0 0 1

+O(c−4). (2.8)

9
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As the Barycentric Celestial Reference System (BCRS) has its origin in the solar
system’s centre of mass (Soffel, 2013), the metric is computed with a different
potential w as given by Müller et al. (2018). For terrestrial clocks, the GCRS is
crucial as it provides a local frame of reference that accounts for Earth’s gravity
(Denker et al., 2018). The BCRS, on the other hand, is important for astro-
nomical observations and for understanding the broader gravitational context in
which these measurements are made. The choice of the reference frame affects
the interpretation of time dilation and redshift measurements (Kopejkin, 1988).

The metric tensor gµν is generated based on the gravitational fields and relative
motions in its respective reference frame (Kopejkin, 1991). The GCRS metric
tensor accounts for Earth’s gravitational influence and rotation, while the BCRS
metric tensor incorporates the gravitational effects of the solar system as a whole
(Kopeikin et al., 2011). These metric tensors are derived from the Einstein field
equations and provide the necessary components for analyzing time dilation and
redshift. The post-Newtonian approximation refines the Newtonian gravitational
potential by including relativistic corrections (Jekeli, 2007). In a post-Newtonian
approximation, i.e., including terms up to 1

c2
with c being the speed of light, when

inserting the GCRS metric terms (equations (2.5) - (2.7)) into equation (2.3), the
fundamental equation reads(

dτ

dt

)
= 1− W

c2
+O(c−4) (2.9)

with the gravity potential W = V + v2

2
, where V is the Newtonian potential and

v is the coordinate velocity (Denker et al., 2018).

2.1.2 High-performance Atomic Clocks and Geodetic
Applications

As the ticking rate or frequency of atomic clocks varies under the influence of
gravity fields, the relative gravity potential difference or the corresponding phys-
ical height difference between any two Earth’s surface sites can be obtained by
comparing the respective clock observations. For clocks positioned at different
gravity potentials WA and WB, the g00 component varies, resulting in different
proper times τA and τB (Müller et al., 2018). However, the coordinate time t,

Figure 2.1: Relativistic geodesy with atomic clocks (Müller et al., 2018)

10
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which is the time measured by an observer at infinity or in a common refer-
ence frame, remains the same for both clocks if they are synchronized and their
measurements are compared simultaneously. This consistency in coordinate time
allows us to express the ratio of proper times from equation (2.9) as,

dτB
dτA

=
fA
fB

=
1−WB/c

2

1−WA/c2
. (2.10)

Given that the fractional frequency f of a clock is inversely proportional to its
proper time (i.e., f ∝ 1

τ
), the fractional frequency difference between the two

clocks can be expressed as

∆f

f
=

fB − fA
fB

=
WB −WA

c2
=

CA − CB

c2
=

gAHA − gBHB

c2
(2.11)

where, C ≈ gH represents the geopotential number with g denoting the mean
gravity along the plumb line and H representing the orthometric height (Torge
et al., 2023). This equation reveals that the fractional frequency difference be-
tween the two clocks is directly proportional to the difference in their gravity
potentials or the corresponding height differences between the clocks, making it
a powerful tool for geodetic applications.

An atomic frequency standard is operated as a clock by counting the number
of cycles of unperturbed transitions between two long-lived energy levels from
a well-defined starting time (Le Targat et al., 2013). Clock performances are
often characterized by their fractional uncertainty (accuracy) and instabilities
(Mehlstäubler et al., 2018; Sharma et al., 2020). The statistical uncertainty of
the output frequency of the frequency standard is defined as instability while
the systematic uncertainty of the deviation of the frequency standard from the
unperturbed atomic reference frequency is termed as accuracy. The fractional fre-
quency uncertainty determines the sensitivity of the shift detection. From equa-
tion (2.11), one can derive that a gravity potential variation of 0.1 m2/s2 or a
physical height difference of 1 cm produces a fractional frequency change of 10−18

(Bothwell et al., 2022). The ability to measure such small fractional frequency dif-
ferences with high precision is made possible by modern high-performance optical
clocks, which have reached accuracies that allow for the detection of potential dif-
ferences corresponding to height changes as small as a few centimetres (McGrew
et al., 2018; Takamoto et al., 2022). This capability forms the basis for many
geodetic applications, including precise height measurements and the monitoring
of Earth’s gravity field (Voigt et al., 2016; Wu and Müller, 2022).

Atomic clocks have undergone significant evolution in the past 60 years. The first
atomic clocks, based on microwave transitions in Caesium atoms, were developed
in the mid 20th century (Bauch, 2003). These clocks provided a major leap in
timekeeping accuracy, setting the standard for the International System of Units
(SI) seconds (Beehler et al., 1965). The development of Caesium fountain clocks in
the late 20th century marked another milestone, allowing for even higher precision
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Figure 2.2: Schematic of an optical frequency standard (Mehlstäubler et al., 2018)

in measuring the SI second (Schroder et al., 2002). However, the most significant
advancements have come with the development of optical clocks, which operate
at much higher frequencies than microwave-based clocks. The higher frequency
of optical transitions allows for higher precision in time measurement, leading to
the current generation of optical lattice and ion clocks. Recent years have seen
ongoing improvements in clock stability and accuracy, driven by advances in laser
technology, cooling and trapping techniques, and quantum state control (Riehle,
2015; Mehlstäubler et al., 2018). As a result, today’s high-performance atomic
clocks are capable of measuring time with such precision that they can detect
minute changes in the gravity potential or small height differences, making them
novel tools for geodetic applications (Takamoto and Katori, 2024; Grotti et al.,
2024; Collaboration et al., 2021).

Optical lattice clocks trap atoms in a lattice formed by standing waves of light.
These clocks achieve remarkable stability and accuracy, with fractional frequency
uncertainties reaching the 10−18 level. Recent advancements in this field have
been driven by leading research institutions such as the National Institute of
Standards and Technology (NIST), the RIKEN Center for Advanced Photon-
ics, and the Physikalisch-Technische Bundesanstalt (PTB) in Germany. These
teams have consistently improved the clock performance, pushing the bound-
aries of precision in timekeeping. Ion clocks, which use single ions trapped in
electromagnetic fields as their timekeeping element, have achieved similarly high
precision, with some systems also approaching the 10−18 uncertainty level (Rojo
et al., 2024; Takamoto and Katori, 2024; Grotti et al., 2024). PTB, along with
other institutions like the University of Colorado Boulder, has been at the fore-
front of advancing ion clock technology (Leibrandt et al., 2024; Steinel et al.,
2023; Tofful, 2023). There is also growing interest in deploying high-performance
optical clocks in space, where they could be used for precise measurements of
Earth’s gravitational field on a global scale. Projects such as the European Space
Agency’s ACES (Atomic Clock Ensemble in Space) mission aim to demonstrate
the potential of these clocks for space-based geodesy (Cacciapuoti and Salomon,
2011).
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2.2 Mass Redistribution in Earth System

The Earth is a complex and dynamic system composed of several sub-systems
that constantly interact with each other, which are typically categorized into
five major spheres: atmosphere, hydrosphere, lithosphere, cryosphere and bio-
sphere (Jacobson et al., 2000). Weather and climate dynamics, along with the
exchange of energy and matter between the Earth’s spheres, are significantly
influenced by the atmosphere, the layer of gases surrounding the planet. The hy-
drosphere encompasses all liquid water bodies on Earth, including oceans, rivers,
lakes, and groundwater, hence, it provides major contributions to mass redistri-
bution through processes like the water cycle, ocean currents, and glacial melting
(Kusche et al., 2012; Huggett, 2024). The solid outer layer of the Earth, including
the crust and the upper mantle, is called the lithosphere and is subject to tectonic
activities, erosion, and other geological processes that contribute to mass redis-
tribution. The cryosphere includes all frozen water on Earth, such as glaciers, ice
caps, and permafrost. Significant mass redistribution occurs in the cryosphere
due to melting and freezing processes, which are particularly influenced by cli-
mate change (Tapley et al., 2019). While there is no direct contribution to mass
redistribution by the biosphere, which consists of all living organisms on Earth,
it plays a significant role in carbon and nutrient cycles.

Continuous mass redistribution within the Earth system is driven by a variety of
processes, both internal and external (Petit et al., 2010; Voigt et al., 2016; Vincent
and Müller, 2023). Significant changes occur due to non-tidal factors such as
precipitation, groundwater changes, ice mass loss influenced by climate change,
glacial isostatic adjustment, etc. Additionally, tidal effects due to external effects,
caused by the gravitational pull of the Moon and the Sun, temporal changes in the
Earth’s rotation, like polar motion, changing rotational speed, atmospheric tides,
etc. also play a crucial role in redistributing mass. Together, these processes
contribute to the dynamic nature of the Earth’s gravity field, making it essential
to understand their impacts on various geodetic applications (Pail et al., 2015).

The Earth’s gravity potential is a combination of the gravitational potential,
which arises from the attraction of mass distribution of the Earth, and the cen-
trifugal potential, which results from the Earth’s rotation. The gravitational
potential varies across the Earth due to its irregular shape and the non-uniform
distribution of mass in it. The centrifugal potential, on the other hand, varies
with latitude but also due to polar motion and Earth rotation. Together, these
potentials define the Earth’s gravity field (Telford et al., 1990; Torge et al., 2023).
To accurately describe and utilize the Earth’s gravity potential, different refer-
ence surfaces are defined. The ellipsoid is a mathematically simple surface that
approximates the Earth’s shape, accounting for the flattening at the poles due
to rotation. It is primarily used for horizontal positioning, such as latitude and
longitude coordinates (Leick, 2015). The realization of the physical shape is pro-
vided by the geoid, a more complex surface that closely follows the mean sea level
and represents an equipotential surface of the Earth’s gravity field. The geoid is
critical for measuring physical heights and understanding variations in the grav-
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Figure 2.3: Ellipsoid vs. geoid (Favier, 2016)

ity potential (Torge et al., 2023). These reference surfaces are fundamental in
geodesy, as they allow for precise positioning, mapping, and interpretation of the
Earth’s gravity variations.

To represent the Earth’s gravitational potential with higher resolution in the
spatial domain, it can be expanded into a series using surface spherical harmon-
ics (Hofmann-Wellenhof and Moritz, 2006). This mathematical expansion allows
the potential to be expressed as a sum of terms that account for variations at
different spatial scales (Burkard, 1977). The spherical harmonic expansion is a
powerful tool in geodesy, enabling the modelling of the Earth’s gravity field at
various resolutions and facilitating the determination of global geopotential mod-
els (Barthelmes, 2014). The coefficients of this expansion, derived from satellite
gravimetry, gravimetric surveys, and further geodetic measurements, are essential
for accurately characterizing the Earth’s gravitational field.

2.2.1 Time-variable Gravity Signals

The gravity potential of the Earth consists of both the time-independent static
W (t0)

static and the time-dependent temporal W (t− t0)
temp components (Denker

et al., 2018)
W (t) = W (t0)

static +W (t− t0)
temp. (2.12)

The static component includes the gravitational potential and centrifugal poten-
tial that remains constant over time and gives the physical Earth’s shape, the
geoid. The temporal gravity potential accounts for variations over time due to
dynamic processes and external effects. It can be divided into tidal and non-tidal
components.

Mass Anomalies and Surface Deformation

Mass anomalies reflect the inhomogeneous distribution of mass in the Earth sys-
tem. They can change due to various temporal geophysical effects. These varia-
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tions in mass distribution lead to changes in the gravitational field, which can be
detected by satellite gravimetry (Tapley et al., 2019). Surface deformation occurs
when the Earth’s crust bends in response to these mass changes due to elasticity,
altering the shape and further influencing the gravitational field (Farrell, 1972).
The effective potential at a given point on the Earth’s surface is the combined
effect of mass anomalies and the accompanied surface deformation, playing a crit-
ical role in geodesy and contributing to our understanding of dynamic processes
in the Earth (?).

In the simplest case, when considering the gravitational potential change due
to mass anomalies, we assume a fixed Earth model where the Earth’s surface
does not deform in response to mass redistribution (Wahr et al., 1998). This
approximation is often used as a starting point for understanding more complex
interactions (Ramillien et al., 2008; Rodell and Reager, 2023; Eicker et al., 2024).
The gravitational potential at a point r on or above the Earth’s surface due
to a mass distribution can be expressed using a spherical harmonic expansion
(Burkard, 1977). This method decomposes the potential into a series of spherical
harmonics, each characterized by a degree n and order m, which describe the
spatial variations of the potential. The change in gravitational potential δV (λ,θ,r)
due to mass anomalies, under the fixed Earth assumption, can be written as

δV (λ,θ,r) =
GM

R

∞∑
n=0

(
R

r

)n+1 n∑
m=0

P
m

n (cos θ)(δCnm cosmλ+ δSnm sinmλ),

(2.13)

where δCnm and δSnm are the fully normalized Stokes coefficients representing
the mass anomalies, and P

m

n (cos θ) are the normalized associated Legendre func-
tions (Hofmann-Wellenhof and Moritz, 2006). This expansion provides a global
representation of the gravitational potential change and is particularly useful for
analyzing data from satellite missions like GRACE and GRACE-FO, which ob-
serve the Earth’s gravity field with high precision (Chen et al., 2022).

Elastic loading and Love numbers: While the fixed Earth model provides a useful
approximation, it is essential to account for the Earth’s elastic response to sur-
face loading. When a mass is redistributed on the Earth’s surface, the Earth’s
crust deforms elastically. This deformation changes the Earth’s shape, affect-
ing the gravitational potential in a more complex manner (Farrell, 1972). To
quantify this deformation, one introduces Love numbers, denoted as hn, kn, and
ln, which describe the Earth’s elastic response to surface loads in terms of ver-
tical displacement, potential change, and horizontal displacement, respectively
(Love, 1909). The gravitational potential change considering elastic loading can
be modified from the fixed Earth case by incorporating the Love numbers hn and
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kn (Hofmann-Wellenhof and Moritz, 2006):

δU(λ,θ,r) =
GM

R

∞∑
n=0

(1 + kn − hn)

(
R

r

)n+1 n∑
m=0

P
m

n (cos θ)

(δCnm cosmλ+ δSnm sinmλ).

(2.14)

The term 1 + kn − hn represents the combined effects of gravitational potential
changes in the mass anomalies and the additional potential resulting from the
Earth’s elastic deformation (Longman, 1963). The term kn captures the self-
gravitating effect of loading or unloading potentials, which describes how the
redistribution of mass directly affects the gravitational field. In contrast, hn re-
flects the surface deformation, an indirect effect that arises as the Earth’s crust
adjusts to the changes in mass distribution. Thus, kn represents the direct grav-
itational changes, while hn accounts for the Earth’s elastic response, together
providing a comprehensive picture of the gravitational potential changes due to
mass redistribution and surface deformation (Wahr et al., 1998; Schröder et al.,
2021).

Viscoelastic formulation: The Earth’s response to surface loads is not purely
elastic but also exhibits some viscoelastic behaviour, particularly over long time
scales (Dorman and Lewis, 1970). Viscoelasticity refers to the combination of
elastic and viscous properties in the Earth’s materials (Peltier, 1974). Over short
time scales, the Earth behaves elastically, but over longer periods, it shows viscous
flow, leading to time-dependent deformation. This behaviour is especially relevant
in processes like a post-glacial rebound, where the Earth slowly adjusts to the
removal of ice masses over thousands of years and also for present-day ice-mass,
loss e.g., in Greenland (Michel and Boy, 2022). To model this time-dependent
deformation, one uses time-dependent Love numbers, kn(t) and hn(t) which evolve
as the Earth’s structure relaxes over time as

hn(t) = hv
n(t) + he

nδ(t), (2.15)
kn(t) = kv

n(t) + ke
nδ(t). (2.16)

δ(t) indicates the elastic response which occurs instantaneously at time t=0, the
moment the load is applied (Peltier, 1974). This formulation accounts for the
gradual relaxation of the Earth’s structure, providing a more accurate represen-
tation of the long-term evolution of the Earth’s gravity field in response to surface
loading. Green’s functions, when used in conjunction with these time-dependent
Love numbers, provide a powerful mathematical tool used to relate surface mass
loads to the resulting deformation and gravitational potential changes (Farrell,
1972; Longman, 1963). They provide the displacement components and poten-
tial perturbations caused by point surface mass loads and depend on the angular
distance between the points of load and the observation point on the Earth’s
surface.
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Tidal Effects

Tidal effects on the Earth’s gravitational potential arise from the gravitational
interaction with celestial bodies, primarily the Moon and the Sun. Solid Earth
Tides (SET) are caused by the deformation of the Earth’s crust, resulting in
periodic changes of the gravity potential (Wahr, 1995). This effect is characterized
by variations in the Earth’s shape and mass distribution. On a deformable Earth
surface, the effective solid Earth tidal potential at a specific point is given as

δUSET (t) =
∞∑
n=0

(1 + kn − hn)

(
R

r

)n+1 n∑
m=0

P
m

n (cos θ)

ßmax∑
i=1

(Cnm(t) cos[αi(t)] + Snm(t) sin[αi(t)])

(2.17)

where Cnm(t) and Snm(t) are the time-dependent coefficients for the cosine and
sine components of the tidal potential (Petit et al., 2010). These coefficients vary
with time due to the relative positions of Earth, Moon, and Sun. αi(t) represents
the time-dependent arguments, which are the phase angles associated with dif-
ferent tidal waves (i.e., different periodic components of the tidal potential). The
index i runs over all the significant tidal frequencies, with imax representing the
total number of tidal components considered.

Ocean load tides (OTL) refer to the gravitational potential changes caused by the
redistribution of ocean mass due to tidal forces, which alters the local gravita-
tional field as the ocean water is displaced (Jentzsch, 2005). The Green’s function
(G(ξ)) is formed by a weighted sum of the load Love numbers (h′

n, k
′
n) and Legen-

dre polynomials Pn(cos ξ), which depicts the dependence on the spherical distance
ξ between the computation point and the surface mass load. The tidal potential
at a surface point on Earth is given as

δUOTL(t) =

∫
Earth’s surface

G(ξ)σ(θ′, φ′, t) dA′ (2.18)

G(ξ) =
∞∑
n=0

(1 + k′
n − h′

n)Pn(cos ξ) (2.19)

where σ(θ′, φ′, t) is the surface mass density distribution of the ocean load at time
t and dA′ represents the differential surface area element over the Earth’s surface
(Agnew, 2012).

Pole tides (POL) result from changes in the Earth’s gravitational potential due
to shifts in the position of the rotational axis, affecting mass distribution at the
poles (Wahr, 1985):

δUPOL(t) = − (1 + k′
2 − h′

2)ω
2r2 sin θ cos θ∆θ (2.20)

where ω represents the mean angular velocity (Petit et al., 2010). The deviation in
the co-latitude due to pole tide effects is derived from the instantaneous rotation

17



2 Fundamentals

pole (xp,yp) with respect to the mean rotation pole (xp,yp) as, ∆θ(t) = (xp −
xp) cosλ− (yp − yp) sinλ.

Length-of-Day tides (LOD) are linked to variations in the Earth’s rotation rate,
which affects the centrifugal potential and consequently the gravitational field,
obtained by differentiating the centrifugal potential with respect to ω (McCarthy
and Luzum, 1993).

In addition, atmospheric tides are caused by the gravitational pull of the Moon
and the Sun on the Earth’s atmosphere, leading to periodic variations in atmo-
spheric pressure and density (Lindzen and Chapman, 1969). These atmospheric
tides contribute to fluctuations in the gravitational potential by altering the distri-
bution of the atmospheric mass. Collectively, these tidal effects provide valuable
information about the dynamic processes affecting the Earth’s gravitational field
(Voigt et al., 2016).

Non-tidal Effects

Non-tidal mass redistributions in the Earth’s four primary spheres, atmosphere,
hydrosphere, cryosphere, and lithosphere, result in significant variations in the
gravitational potential. Atmospheric variations are caused by changes in atmo-
spheric pressure and density, which affect the gravitational field. Fluctuations
due to weather systems, seasonal shifts, and pressure changes result in periodic
or non-periodic alterations in the distribution of atmospheric mass, affecting both
local and global gravity measurements (van Dam and Wahr, 1987). Oceanic vari-
ations involve changes in ocean mass distribution resulting from seasonal and
climatic factors, such as those induced by El Niño and La Niña events (Collins,
2005). These variations lead to alterations in the gravitational potential as ocean
mass is redistributed across different regions (van Dam et al., 1997). Cryospheric
variations include the effects of ice loss from glaciers and ice sheets. As the ice
melts and redistributes into the oceans, the mass shift impacts the gravitational
field, especially in polar and high-latitude areas (Velicogna, 2009). Terrestrial
Water Storage (TWS) reflects the redistribution of water in lakes, rivers, and
reservoirs, which causes changes in the gravitational field due to variations in wa-
ter mass (Wahr et al., 1998; Tregoning et al., 2009). Additionally, Glacial Isostatic
Adjustment (GIA) describes the Earth’s crust’s gradual response to changes in
ice mass distribution, such as the rebound effect following the last ice age and
ongoing adjustments related to current ice mass loss (Ekman, 1996; Olsson et al.,
2019). These non-tidal mass redistributions across the Earth’s spheres provide
crucial insights into the dynamic processes and help in understanding the impli-
cations of mass redistribution for geophysical studies. The potential variations
associated with these non-tidal loading or unloading effects can be estimated from
the corresponding time-dependent spherical harmonic coefficients and load Love
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numbers (k′
n, h

′
n) as Schröder et al. (2021)

δU(λ,θ,r) =
GM

R

∞∑
n=0

(
1 + k

′

n − h
′

n

)(R

r

)n+1 n∑
m=0

P
m

n (cos θ)

(δCnm cosmλ+ δSnm sinmλ).

(2.21)

2.2.2 What a Clock Measures

A terrestrial clock measures the combined effect of gravity potential variation
due to mass anomalies and the corresponding surface deformation in response to
loading or unloading. Satellites like the GRACE mission measure changes in the
Earth’s gravitational potential caused by temporal mass anomalies. The potential
change, δV , is calculated from the spherical harmonic coefficients derived from
the satellite data. These measurements assume a fixed Earth model, meaning
they do not directly account for surface deformations at the locations of the
Earth. These surface deformations must be accounted for to fully understand
the clock’s readings. The deformation δh, which can be measured by GNSS,
contributes to the total gravitational potential δU observed by the clock. In
essence, clock measurements reflect the combined effect of mass anomalies and the
corresponding Earth’s response (deformation), providing a comprehensive view of
the local gravity potential. Thus, the effective potential variation associated with
a loading potential V ′

n at a terrestrial clock site is (Vincent and Müller, 2023)

δU =
∑
n

(1 + k
′

n(t)− h
′

n(t))V
′

n = δV − gδh (2.22)

where δV =
∑

n(1+k
′
n(t))V

′
n is what one can obtain from satellite-based measure-

ments, gδh =
∑

n h
′
n(t)V

′
n, the potential variation due to geometrical distortions

is given as vertical deformation δh from GNSS-like measurements. Clocks resting
on the Earth’s surface are always sensitive to the combined effect.

2.3 Global Height System

A global height system such as the International Height Reference System (IHRS)
is essential in geodesy for providing a unified and consistent framework facilitating
the basis for local and regional systems, global scientific research, infrastructure
development, and disaster management (Sánchez, 2012; Ihde et al., 2017). Tra-
ditionally, different countries have used their own local height systems, which are
typically based on mean sea level observations at nearby tide gauges. However,
this leads to inconsistencies due to variations in sea level, geoid differences and
measurement errors in the levelling approach (Delva et al., 2019).

Chronometric geodesy, using atomic clocks, provides a promising new approach
to defining a global height system (Wu and Müller, 2022; Grotti et al., 2024). As
detailed in section 2.1.1, according to the theory of general relativity, time ticks
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differently depending on the gravity potential. Highly accurate atomic clocks
can measure these time or frequency differences, which directly relate to height
differences between points on the Earth’s surface. Chronometry does not require
a continuous network of physical benchmarks and can be applied across regions
that are difficult to access, making it a valuable complement or alternative to
traditional levelling methods (Wu et al., 2018; Lisdat et al., 2019).

2.3.1 Geopotential Number and Physical Heights

Heights are crucial in geodesy for defining the position of points on the Earth’s
surface and for applications like navigation, engineering, and geophysics. Heights
can be broadly classified into two categories: geometric and physical (Torge et al.,
2023). Geometric heights, such as ellipsoidal heights, are measured from a ref-
erence ellipsoid, which is a mathematically defined surface approximating the
shape of the Earth. These heights are typically obtained from GNSS or other
satellite-based positioning systems. However, they do not consider the Earth’s
gravitational field, which means they do not reflect the "true" height in a physi-
cal sense, such as how water would flow (Jekeli, 2000). Physical heights, on the
other hand, take into account the Earth’s gravity field. They reflect the vertical
distance along the direction of gravity from a reference surface such as the geoid,
which approximates the mean sea level (Rummel and Teunissen, 1988). Physical
heights are more meaningful in practical applications involving water flow, con-
struction, and environmental studies because they represent heights in relation
to the gravitational potential of the Earth.

Geoid-referenced heights are types of physical heights that fundamentally relate
to the difference in gravitational potential between a reference surface (the geoid)
and a point on the Earth’s surface. This difference in gravity potential is expressed
using the geopotential number

Cp = Wo −Wp (2.23)

where Wo is the gravity potential on the geoid (approximates mean sea level)
and WP is the gravity potential at the point P . The three main types of geoid-
referenced heights are orthometric heights, normal heights, and dynamic heights
(Torge et al., 2023). Each of these height types is based on the geopotential
number to account for spatial variations in the gravity potential and provides
a practical vertical coordinate system for different applications (Sánchez et al.,
2021).

The dynamic height is a potential-based measure converted into distance units
using a constant scale factor. It is computed by dividing CP by a constant nominal
value of gravity, often chosen as a representative value for a mid-latitude location.
The formula for the dynamic height is

HD
P =

CP

γ45
0

. (2.24)
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The gravity value, γ45
0 corresponds to normal gravity at the ellipsoid surface at

the latitude 45°(Hofmann-Wellenhof and Moritz, 2006). Despite this conversion,
dynamic heights do not correspond to a true physical height above a reference
surface but rather reflect the potential difference. This makes dynamic heights
fundamentally different from orthometric or normal heights, which have direct
physical interpretations as distances above sea level or another reference surface.

The orthometric height HO
P or H (figure 2.4) represents the vertical distance from

a point on the Earth’s surface to the geoid, measured along the curved plumb
line, which is perpendicular to the Earth’s gravity field at every point, given as

HO
P =

CP

g
(2.25)

where g is the mean gravity along the plumb line from the geoid to the sur-
face point. Orthometric heights are most useful for practical applications since
they reflect true vertical distances above sea level. Measuring g would require
gravity data at numerous points along the plumb line, which is challenging, time-
consuming, and often impractical. Therefore, it is calculated from surface values
applying models e.g., the Helmert reduction (Torge et al., 2023).

Then, normal height HN
P or H∗ (Figure 2.4) is a type of height used in geodesy

to provide a geometrically interpretable measure of elevation that avoids assump-
tions about the density of the Earth’s crust. Unlike orthometric heights, which
are based on the Earth’s gravitational field and require integration of gravity
along the plumb line, normal heights are based on a reference normal gravity
field which is an idealized gravity field that assumes a constant density and ne-
glects local variations (Hofmann-Wellenhof and Moritz, 2006). The normal height
is calculated from the ellipsoid by integrating the normal gravity field (U) along
the normal plumb line to the telluroid point Q, U is defined based on the refer-
ence ellipsoid, which approximates the shape of the Earth. The normal height is
calculated by

HN
P =

CP

γQ
. (2.26)

γQ is the average value of normal gravity along the normal plumb line from
the ellipsoid surface to the telluroid point Q, which is given by the condition
WP = UQ, i.e. where the normal gravity potential UQ corresponds to the gravity
potential value WP of the corresponding surface point P .

2.3.2 Height System Unification

Traditionally, height systems are established using spirit levelling, which deter-
mines height differences relative to a reference surface, relying on precise optical
instruments and the assumption that the mean sea level at a tide gauge represents
the zero height reference (Torge et al., 2023). However, these classical techniques
face limitations due to local variations in the geoid, errors in measurement prop-
agation, and the labour-intensive nature of levelling over large distances (Gerlach
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Figure 2.4: Heights and reference surfaces. (Sánchez et al., 2021)

and Rummel, 2013).

IHRS

The International Height Reference System (IHRS) represents a globally consis-
tent framework for defining and measuring heights that are directly related to the
Earth’s gravity field (Sánchez et al., 2023). The IHRS was proposed to address
the inconsistencies and limitations inherent in regional height systems, which are
often based on different local datums and conventions, making them incompati-
ble with one another. According to Ihde et al. (2017); Sánchez et al. (2021), the
IHRS establishes a unified reference for physical heights by using the geopotential
number CP = W0 −WP as vertical coordinate, where W0 is the geoid potential
and WP is the potential at a given point P on the Earth’s surface. This approach
allows the IHRS to integrate various national and regional height systems into
a common, globally consistent framework. To achieve this, the IHRS relies on
the adoption of a common reference potential value, precise geoid models, local
gravity data, and advancements in technologies such as satellite gravimetry (e.g.,
from missions like GRACE and GOCE), GNSS, and in future relativistic geodesy
using atomic clocks (Gerlach and Rummel, 2013; Sideris et al., 2014; Rülke et al.,
2012; Wu et al., 2018). The establishment of the IHRS involves a strategy that in-
cludes the development of standards, conventions, and methodologies to maintain
and disseminate the reference frame, which is essential for diverse applications
like sea-level monitoring, climate studies, and engineering projects across borders
(Ihde et al., 2000). For the IHRS, the target accuracy for vertical station positions
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is ± 3 cm (1 cm long-term) and ± 0.03 m2/s2 in terms of geopotential differences
at the global level (Ihde et al., 2017). Till now, achieving this accuracy requires
the integration of both spaceborne and terrestrial gravity data, along with precise
geodetic positioning techniques like GNSS (Gerlach and Rummel, 2013).

Unification Techniques

Unification using Global Gravity Models: The initial approach for height sys-
tem unification involves the direct computation of the geopotential value WP

at a point P on the Earth’s surface by introducing the ITRF coordinates us-
ing Global Gravity Models (GGMs) (Sánchez et al., 2021). GGMs provide the
Earth’s gravitational potential in terms of spherical harmonic coefficients derived
from satellite observations (such as those from the GRACE-FO, GOCE) and
other geodetic data sources. These models provide a detailed description of the
global Earth’s gravity field up to a specific degree and order (i.e. only up to a
certain spatial resolution), allowing for the computation of the geopotential value
WP at any point on or above the Earth’s surface. WP can then be related to
the conventional reference potential W0 to compute CP (Hofmann-Wellenhof and
Moritz, 2006). This method allows for the integration of various regional and
national height systems, which may be based on different datums, into a globally
consistent framework (Rummel, 2012). The use of GGMs provides a significant
advantage by enabling the computation of WP across large areas without the need
for extensive ground-based gravity measurements, thereby simplifying the unifi-
cation process. Additionally, since GGMs are derived from high-precision satellite
data, they can inherently account for both the static and temporal variations in
the Earth’s gravity field, providing an accurate and dynamic approach to height
system unification. The GRACE-FO and GOCE missions provide geopotential
models with an accuracy of about 1-2 cm in geoid height for spatial scales larger
than 300 km (e.g. GRACE) and 100 km (e.g. GOCE) (Drinkwater et al., 2006;
Wahr et al., 2006).

Unification using regional gravity field modelling: Another method for height
system unification involves regional gravity field modelling with high resolution
applying the Global Boundary Value Problem (GBVP) approach (Gerlach and
Rummel, 2013; Denker, 2012). This method aims to compute the geopotential
value WP at specific points by combining high-resolution regional gravity data
with GGMs from satellite missions like GRACE-FO and GOCE. The GBVP ap-
proach leverages the strengths of both global and regional data: the global models
provide the low-frequency, long-wavelength part of the Earth’s gravity field, while
regional data enhance the spatial resolution and accuracy with detailed local grav-
ity data. By solving the GBVP, it is possible to estimate the disturbing poten-
tial (the difference between the actual and normal gravity potentials) with high
resolution, and subsequently, determine geopotential differences between height
reference stations (Sideris et al., 2014). This method is particularly advantageous
in regions where dense gravity data are available (e.g. Europe), allowing for the
refinement of global geopotential models, e.g., European gravimetric (quasi) geoid
(EGG2015) (Denker et al., 2009; Denker, 2015) and enhancing the consistency
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and precision of the International Height Reference Frame (IHRF).

In the context of height system unification, the GBVP can be approached in two
main forms, the free GBVP (also known as the scalar or Molodensky problem)
and the fixed GBVP (Hofmann-Wellenhof and Moritz, 2006). Each approach
offers different methods for modelling the Earth’s gravity field, which are crucial
for determining geopotential values accurately (Wang, 2016). The Molodensky
problem does not assume that the Earth’s surface coincides with a specific equipo-
tential surface, such as the geoid. Instead, a boundary surface that represents the
Earth’s shape more realistically by accounting for actual topography, on which
the horizontal coordinates are known and where the vertical coordinate and the
gravity potential are unknown, is defined, called telluroid (Grafarend, 1978). It is
at a distance from Earth’s surface to the point where the normal gravity potential
U∗ has the same value as W at the Earth’s surface. The goal is to find the normal
height of a point Q at the telluroid. The disturbing potential, T = W − U∗, is
computed directly using gravity anomaly observations (∆g = gP − γQ) (Hackney
and Featherstone, 2003) on the Earth’s surface. Then, by utilising a reference
U∗
R, CP is determined. Further, the height anomaly ζ defining the quasi-geoid,

which relates to the normal height is derived. Hence, the Molodensky approach
uses directly observable quantities (such as gravity anomalies) without reductions
that require a model for the Earth’s internal density distribution or gravity values
along the plumb line. This makes it more practical in geodetic applications.

While the fixed GBVP assumes that a fixed reference surface, typically the geoid,
coincides with a specific equipotential surface of the Earth’s gravity field with
unknown gravity potential (Wang, 2016). The objective is to compute the ortho-
metric height above this fixed geoid surface. The difference between the actual
gravity potential WP at a point P and the gravity potential on the geoid W0

can be computed from the given gravity disturbance observations, δg = gP − γP
(Oliveira Jr et al., 2018). A downward continuation from Earth’s surface to the
geoid is performed with topographic reduction (Bouguer anomaly), gravity re-
duction (free-air anomaly) and ellipsoidal correction (Earth as sphere). Hence,
this approach requires knowledge of the gravity along the plumb line between the
geoid and the Earth’s surface (Heck, 2011).

Unification of existing height systems through combination: One effective method
to unify existing height systems is to incorporate these height systems into the
observation equations of a GBVP (Sánchez et al., 2021; Rummel and Teunissen,
1988). This approach leverages the combination of ellipsoidal heights (from GNSS
measurements) and orthometric or normal heights (from local levelling data) to
compute the geopotential differences between local and global height reference
systems (Sánchez and Sideris, 2017). The main idea is to express the height
differences between local and global systems in terms of geopotential values and
then solve for these differences using combined geodetic data.

Unification with atomic clocks: The use of highly precise atomic clocks, particu-
larly optical clocks, offers a novel and promising method with the key advantage
of their ability to directly measure differences in the Earth’s gravity potential
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between two locations, providing a direct link to geopotential numbers and by-
passing many of the limitations associated with traditional height determination
methods (Wu et al., 2018; Wu and Müller, 2022). By comparing the frequency
of signals from high-precision clocks at different locations, the differences of the
gravity potentials (and therefore height differences) can be determined with bet-
ter accuracy. These clocks can detect small variations in the gravity potential,
a direct point-wise almost real-time measurement that satellite missions cannot
achieve (Vincent et al., 2025).

There are two methods to implement clock networks for a global height system:
(i) realisation of clock-based IHRS with a hierarchical network of clocks of highly
accurate atomic clocks distributed across different locations globally, and (ii)
unification of existing local height systems (Wu and Müller, 2022). The network
method of (i) comprises core clocks located at primary reference stations, often
within national metrological institutes. These core clocks serve as the most stable
and accurate reference points in the system, providing a benchmark for comparing
other clocks in the network. National clocks are deployed at major national
geodetic stations, and regional clocks are established at additional key points to
ensure comprehensive coverage and connectivity. To tie the entire clock network
to a global height reference, a datum clock is selected, typically positioned at a
globally recognized reference point with a well-defined geopotential value, serving
as the "zero point" of the height system. The second method focuses on unifying
existing local height systems by using clock networks to measure error parameters
(tilts and offsets) between them (Wu et al., 2018; Vincent et al., 2025). Local
height systems, typically based on different vertical datums, can be referenced to a
global equipotential surface (the geoid) by determining the differences in gravity
potential using clock measurements. With clock-derived geopotential numbers
at specific points in different height systems, the differences (offsets, tilts, etc.)
between these systems can be defined and corrected through a joint adjustment
with levelling-based local heights. This method allows for the integration of
regional and national height systems into a single, consistent global framework.

2.3.3 Height System Unification Applying Chronometric
Levelling

Chronometric levelling offers a novel approach to resolve these limitations by us-
ing highly accurate clock observations to determine the relative height difference
between two points. Unlike traditional methods, clock observations are directly
referenced to a common reference, in the ideal case the geoid, thus eliminating
errors associated with datum variations, such as offsets and tilts. By measuring
the difference in gravity potential between two points, clocks provide a more di-
rect and globally consistent reference (Delva et al., 2019). Moreover, this method
takes into account nearly all possible uncertainties associated with clock obser-
vations, such as temporal stability, accuracy, link uncertainties (fibre and space
links), tidal effects, etc. offering a more precise and reliable means of height
determination across different regions. The benefits of using clock networks in
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height system unification are quantified via simulations. The unification process
employs a joint adjustment approach, integrating local height observations with
simulated clock observations to establish a globally consistent height system (Wu
et al., 2018). This methodology involves defining a common reference datum to
which all local height systems are unified (figure 2.5).

Figure 2.5: The scheme of simulator (Wu et al., 2018)

First, an a priori height system is selected as the reference framework. In or-
der to produce the local height values that need to be unified, levelling points
are classified into different Local Height Systems (LHSs) based on their proxim-
ity to designated tide gauges and their administrative attribution. Local height
observations are then generated by introducing various systematic error param-
eters into the a priori height values. These error parameters are encountered
in classical height determination methods, including offsets (representing devia-
tions from the global geoid), latitudinal and longitudinal tilts, tide gauge tilts,
mountain tilts, and noisy levelling tilts with respect to pre-defined unifying da-
tum. Closed loop simulations (2.3.6) are carried out using local heights and
clock measurements as observations to estimate reunified heights along with the
transformation parameters between LHSs. By assuming a random noise (RN),
offsets (OT ), and systematic tilts (ST ) that exist between the LHS with respect
to the pre-defined unifying datum, local height values (in terms of gravity po-
tential difference equivalents) are generated. The accuracy of the reunification is
determined by comparison to the a priori height values.

2.3.4 Error Sources in Local Height Observations

Local height systems around the globe are typically defined with respect to local
tide gauges, which are in turn referenced to a local undisturbed mean sea level.
These regional height observations rely on classical geodetic techniques, such as
spirit levelling and gravimetric measurements (Torge et al., 2023). However, these
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methods introduce several sources of error, leading to inconsistencies between
different local systems (Gruber et al., 2014; Wu et al., 2018; Sánchez et al., 2021).
Common errors include:

1. Offsets, cL = OTL/g (cm): Deviations from the global geoid, which create
systematic biases in different height reference systems.

2. Latitudinal Tilt, aL (cm/degree): A gradual increase of deviations with lati-
tude.

3. Longitudinal Tilt, bL (cm/degree): Similar to latitudinal tilt, but along the
east-west direction.

4. Tide Gauge Tilt, tL (cm/degree): A conical error pattern originating from
the reference tide gauge itself, which can be affected by local sea level changes,
land subsidence and uplift where levelling errors increase with distance to the
tide gauge.

5. Mountain Tilt, mL (cm): We keep in mind that in mountain regions levelling
may be sparser and have increased errors if there are steep ascents. Those errors or
measurement noise due to challenges in levelling at higher elevations are termed
mL. Errors that depend on the elevation of levelling points are modelled as
increasing proportionally to the height of the point (e.g., an increase with a
factor of local height/500m). An elevation step of E = 500 m, is chosen as an
arbitrary value that determines the offset ranges.

6. Noisy Levelling Tilt, nL (cm/degree): Errors that show up along specific
erroneous levelling lines due to accumulated inaccuracies in the levelling process.

Figure 2.6: 3D-view (left) and 2D-view (right) of assumed error parameters in local
height observations considering LHS defined in an XYZ system. The color
scale represents the magnitude of errors symbolically, with blue indicating
the minimum and yellow indicating the maximum error values.

The observation equations for local heights (HL
i ) in terms of geopotential numbers
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(CL
i ) generated from the a priori CU

i is

CL
i = CU

i + STL
i +OTL

i +RN. (2.27)

This synthetic dataset represents the local height systems with realistic error
characteristics, enabling the simulation of real-world scenarios.

2.3.5 Realistic Clock Observations

To simulate the clock observations, several levelling points within each local height
system are designated as clock sites. At these locations, the clock observations are
generated by calculating the differences in geopotential numbers between them.
For the following the framework of the first-order post-Newtonian theory for clock
comparison is employed (Müller et al., 2018; Denker et al., 2018). The gravity
potential differences are taken as clock observations instead of relative frequency
shifts. This requires first converting all a priori heights into corresponding geopo-
tential numbers, which represent the gravity potential at the Earth’s surface.
Clock intrinsic uncertainties both statistical and systematic (CE), external ef-
fects those caused by tidal effects (TE) (Voigt et al., 2016), propagation delay
in terms of link uncertainty (Lisdat et al., 2016; Riedel et al., 2020) (PD), etc.
which induce dynamic height changes, must be carefully modelled and removed.
By comprehensively modelling these effects, the simulated clock observations pro-
vide a realistic basis for integrating clock-based geodetic data into the process of
height system unification. The observation equations for clock measurements
(∆Wij) are generated from the a priori/unified geopotential numbers (CU

i ), as
follows,

∆Wij = −(CU
i − CU

j )− (TEi − TEj) + PDij + CEi + CEj. (2.28)

Clock Intrinsic Uncertainties and Time Correlations

Clock observations are affected by the intrinsic uncertainties (CE) of the two
clocks being compared. Each clock has a random but constant offset from its
true frequency, reflected by its inherent systematic uncertainty. In the context
of height system unification, we focus primarily on clocks with systematic uncer-
tainties in the order of 10−18 (Type B uncertainty). This is because the random
(Type A) uncertainty, which arises from statistical noise, can be mitigated by
increasing the averaging time, effectively reducing its contribution to the overall
uncertainty (Grotti et al., 2024).

Systematic uncertainties of atomic clocks are modelled as a random but con-
stant offset, which is unique to each clock and is fixed for a given clock over the
observation period. Hence, it is unpredictable but remains within the specified
uncertainty range. Here it is treated as a normally distributed variable with a
zero mean and a standard deviation of 10−18. A normal distribution model is par-
ticularly adopted because systematic biases can statistically cancel out to yield
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an effective zero-mean uncertainty. This assumption aligns with the idea that
positive and negative deviations are equally likely.

If the same clock participates in multiple observations, its systematic offset will
affect multiple comparisons, leading to correlations between those observations.
In our study, we assume that each observation between two clocks is made at a
unique epoch. No clock is simultaneously involved in observations with multiple
sites at the same epoch. Under this assumption, generally, the systematic un-
certainties of the clocks are treated as uncorrelated between observations. This
assumption simplifies the treatment of uncertainties in the network and allows
for independent modelling of each clock pair. In subsequent stages of the anal-
ysis, time correlation between clock observations is incorporated (4.1.3). This
is achieved by considering correlations between observations involving the same
clocks within each local height system. By addressing these time correlations of
systematic uncertainties across observations, we refine the adjustment procedure,
thus enhancing the accuracy and realism of the network model.

Clock Comparison/ Link Uncertainties

The clock comparison uncertainties in PD can be further divided into three in-
dependent contributions:

1. Statistical Noise of the Clocks: This reduces with increasing averaging time,
as the stochastic fluctuations in the clock signal average out.

2. Noise from the Signal Distribution (Link Noise): This includes random and
systematic errors in the medium used to link the clocks for comparison.

3. Systematic Errors in the Link: These are constant or slowly varying biases
that arise from imperfections in the link infrastructure or methods.

The significance of each contribution to PD depends on the type of link used for
clock comparisons and the averaging time applied to reduce the random noise.

Optical Fibre Links:

When optical interferometric fibre links (Williams et al., 2008) are employed for
clock comparisons, the complexity of handling PD is significantly reduced. This
is because:

1. Rapid Reduction in Link Noise: The statistical noise from fibre links dimin-
ishes much faster with averaging time than the intrinsic noise of the clocks them-
selves (Lisdat et al., 2016). Typically, after averaging for durations exceeding 100
seconds, the clock noise becomes the dominant source of uncertainty.

2. Negligible Systematic Errors: Fibre links can achieve systematic uncertainties
as low as 10−19 under realistic field conditions. This was demonstrated in exper-
imental loop configurations (Koke et al., 2019), where such values were achieved
consistently. Consequently, the contribution of link-related uncertainties becomes
negligible compared to the systematic uncertainties (CEi) of the clocks.
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3. Practical Averaging Requirements: Clock-related statistical noise can be re-
duced to below the systematic uncertainty level with sufficient averaging. For
state-of-the-art optical clocks, averaging periods ranging from several hours to
days are sufficient, which are feasible under current operational conditions. Thus,
the systematic clock uncertainties dominate the error budget, simplifying the
analysis, as the error contribution from the fibre links can be neglected.

Free-Space Links:

When infrastructure for optical fibre links is unavailable or the distance between
the clocks is too big, free-space links become necessary. These links often rely on
space-based platforms and employ either microwave or optical technologies. Free-
space links introduce additional challenges. Current capabilities include existing
microwave-based technologies which can achieve uncertainties at the low 10−17

level (Fujieda et al., 2018; Jian et al., 2023). Promising developments, such as
the ACES (Atomic Clock Ensemble in Space) mission (Cacciapuoti and Salomon,
2011), are expected to enable global frequency transfer with uncertainties as low
as 5 × 10−17. The ACES mission uses MicroWave Link (MWL) and European
Laser Timing (ELT) for time transfer. Current studies predict time uncertainties
(∆τ) of approximately 4 ps with one day of averaging, corresponding to frequency
uncertainties near 5× 10−17 (Cacciapuoti et al., 2024).

Optical free-space links, still under development (Caldwell et al., 2023; Rovera
et al., 2016), aim to achieve uncertainties at the 10−18 level. While not yet
operational, these systems offer a promising solution for future clock comparisons
over large distances. Free-space links experience non-reciprocal behaviour due
to ionospheric dispersion and drift in relay station delays. Also, their inherent
instability requires longer averaging times to suppress statistical noise, further
complicating the comparison process.

For free-space links, we consider two scenarios in our simulations:

- Presently achievable uncertainties of 10−17;

- Optimistic future optical link uncertainties of 10−18.

In practical clock comparison scenarios, the choice of link technology and the av-
eraging time play critical roles in determining the dominant uncertainty source.
For optical fibre links, CE dominate due to negligible link contributions. In con-
trast, free-space links, especially at current and near-future levels of development,
exhibit significant PD uncertainties, requiring careful consideration in the error
budgets.

External Effects on Clock Observations

In real-world scenarios, clock observations are affected by the Earth’s fluctuat-
ing gravity potential, which includes contributions from various external factors.
Among these, tide-generating potentials play a significant role and require precise
modelling and reductions to ensure the needed accuracy of clock-based measure-
ments. These tidal effects are accounted for by applying precise models to predict
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2.3 Global Height System

and subtract them from the clock observations. Any residual error from these
models represents the model error, which remains as a source of uncertainty in
the simulated clock data.

The primary contributors to tidal variations in the Earth’s gravity potential as
described in section 2.2.1 are: Solid Earth Tides (SET), Ocean Load Tides (OTL),
pole tides (POL), Length-of-Day Tides (LOD), and atmospheric tides. While
LOD and atmospheric tidal potentials contribute to the overall tidal effects, their
magnitude falls below the sensitivity threshold of high-precision optical clocks
(10−18, corresponding to ≈ 0.1 m2/s2) (Voigt et al., 2016). Therefore, these
components are typically neglected in clock-based geodetic studies.

To account for the significant tidal effects (SET, OTL, POL), we use established
tidal potential models and data processing packages:

- Solid Earth Tides, Pole Tides: These are modelled using a modified version
of the ETERNA34 (PREDICT program) Earth tide data processing pack-
age (Wenzel, 2022), with the HW95 (Hartmann and Wenzel, 1995) tidal
potential catalogue (TGP).

- Ocean Load Tides: OTL variations are computed using the SPOTL3.3.0.2
package (Agnew, 2012), based on the EOT11a ocean tide model (Savcenko
and Bosch, 2011).

2.3.6 Clock-based Adjustment

The core of the method involves a reunification process through a joint adjust-
ment of the local height observations (equation (2.27)) and the simulated clock
observations (equation (2.28)). The clock observations, which provide the relative
height differences between points with respect to a common pre-defined datum,
are considered independent and free from the systematic errors associated with
classical height determination techniques. By incorporating these clock observa-
tions, we aim to correct the various errors present in the local height systems
and align them to a common reference datum. The unknown parameters in
this reunification process include both the assumed error parameters for each lo-
cal system and the unified height values. Through the joint adjustment, these
parameters are estimated simultaneously, providing a re-unified height solution
that minimizes discrepancies between the local systems and aligns them with the
re-unified datum.

We assume having a certain number of clocks distributed across each LHS with
multiple connections between them. To obtain overdetermined solutions, the
number of clock observations must exceed the total number of introduced error
parameters. If all clocks are interconnected, the total number of unique obser-
vations is given by

(
n
2

)
, corresponding to the number of unique combinations

between n clocks.The accuracy of the reunification is assessed by comparing the
results with the a priori height values.
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Least-squares Adjustment Theory

Least-squares adjustment is a mathematical approach used to find the best fit
solution for an over-determined system, where the number of observations exceeds
the number of unknown parameters (Koch, 2013; Richter, 1995). The goal is to
minimize the sum of the squared differences (residuals) between the observed
values and the estimated values predicted by the model. This method is widely
applied in geodesy and many other fields for parameter estimation, data fitting,
and error analysis.

In real-world applications, different observations may have different levels of preci-
sion or reliability. Weighted least squares (WLS) is an extension of the ordinary
least squares (OLS) method that accounts for these differences by assigning a
weight to each observation (Huber, 2011). The weight represents the reciprocal
of the variance of the observation’s measurement error. This means that obser-
vations with smaller variances (higher reliability) receive higher weights, while
those with larger variances receive lower weights (Koch, 2013). The weighted
least-squares solution can be formulated as

X = (ATPA)−1ATPl (2.29)

where X is the vector of unknown parameters to be estimated, A is the design
matrix.l is the vector of observations and P is the weight matrix, which represents
the precision of the observations.

In our simulation, the observation matrix lnc+nw×1 consists of the local heights
in terms of geopotential numbers Cnc×1 and clock observations ∆Wnw×1. The
functional model expressed is given as[

C
∆W

]
=

[
A1 A2
A3 A4

] [
X1
X2

]
(2.30)

where A1,A2,A3,A4 are the components of the design matrix A based on
the observation equations (2.27) and (2.28). The vector of unknown parameters
Xnc+nu×1 is represented by X1 = {..., CU

i , ...}
′
nc×1, the set of re-unified heights

and X2 = {aL, bL, cL, tL,mL, nL}′
nu×1, the set of error parameters from every LHS

(L). Here, the weight matrix is P =

[
P1 0
0 P2

]
where, P1 and P2 represent

weighting matrices for C and ∆W when there is no correlation.

Homocedasticity and Heterocedasticity

According to Koch (2013), the weight matrix P is a crucial component in the
least-squares adjustment process, reflecting the stochastic properties of the obser-
vations. For uncorrelated observations, the weight matrix P is typically diagonal,
where each diagonal element is the inverse of the variance of the corresponding
observation:

P = diag
(

1

σ2
1

,
1

σ2
2

, . . . ,
1

σ2
n

)
. (2.31)
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However, in cases where observations are correlated, the weight matrix is no
longer diagonal. Instead, it incorporates the covariances between the different
observations, represented by the inverse of the covariance matrix Dl of the ob-
servations

P = D−1
l . (2.32)

When the variances of the observational errors are constant (equal) across all
observations, it is referred to as a homoscedastic case (Hawkins, 1981). Here,
the least-squares solution can be computed with a simple weighting scheme (e.g.,
equal weights for all observations, P = I). On the other hand, heteroscedasticity
occurs when the variances of the observational errors differ across the observa-
tions (Müller and Stadtmüller, 1987). This is more realistic in many real-world
scenarios, such as for geodetic data, where measurements can vary in precision
depending on the instrument, location, or environmental factors. In heteroscedas-
tic cases, the weighting matrix follows equation (2.31) when no correlations exist
or equation (2.32) with correlated observations. The covariance between two ob-
servations can be calculated using the correlation coefficient (−1 > rij < 1) and
the standard deviations of the two variables. The formula is:

Dij = rij · σi · σj. (2.33)

This relationship is especially useful in geodetic data processing and adjustment
models where correlations between observations must be accounted for in the
variance-covariance matrix.

Koch (2013) emphasizes that the correct construction of the weight matrix is es-
sential to obtaining an optimal solution in the least squares adjustment process,
as it ensures that all sources of uncertainty and correlation in the observations
are appropriately accounted for. The choice of the weights directly impacts the
adjustment results, affecting the precision and reliability of the estimated param-
eters. By incorporating the weight matrix into the least-squares adjustment, the
method can effectively handle different scenarios like the presence of outliers, etc.,
yielding more accurate and meaningful estimates of the unknown parameters.

Robust Parameter Estimation using the Huber Estimator

Robust parameter estimation methods aim to reduce the effect of outliers in
the data, which can distort parameter estimates in classical least squares. The
Huber estimator is a widely used approach for robust parameter estimation (Hu-
ber, 2011). It combines the benefits of least squares (sensitivity to small residu-
als) and least absolute deviations (resilience to large residuals) with an iterative
reweighting algorithm. It uses a piecewise loss function that is quadratic for
small residuals (like least squares) and linear for large residuals (like least abso-
lute deviations). This makes it robust to outliers while maintaining efficiency for
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Gaussian-distributed data. The loss function is defined as

ρ(v) =

{
1
2
v2 if |v| ≤ k,

k(|v| − k
2
) if |v| > k,

(2.34)

where here v is the residual, and k is the tuning parameter. The algorithm iter-
atively updates weights assigned to the residuals, depending on their magnitude
relative to k:

wi =

{
1 if |vi| ≤ k,
k
|vi| if |vi| > k,

(2.35)

where wi is the weight for the residual vi. Residuals are standardized by dividing
them by the estimated standard deviation (σ) to ensure comparability.

The parameter k in the Huber estimator is a critical threshold that determines the
treatment of the residuals based on their magnitude (Freedman, 2006). For resid-
uals smaller than k, the estimator applies a quadratic loss function, mimicking
the behaviour of least squares and prioritizing sensitivity to small deviations. For
larger residuals, the estimator transitions to a linear loss function, reducing the
effect of outliers and enhancing the robustness. The value of k directly affects the
balance between robustness and efficiency: smaller k values improve robustness
by minimizing the impact of outliers but may reduce efficiency for Gaussian-
distributed data. Conversely, larger k values make the estimator more sensitive
to smaller residuals while diminishing its ability to handle outliers effectively.

Huber selected k = 1.345σ, where σ is the standard deviation, as this value
ensures approximately 95% efficiency under Gaussian assumptions (Huber, 2011).
This means the Huber estimator can perform nearly as well as the least squares
method for normally distributed data while remaining robust against outliers.

Closed-Loop Simulation

This unification approach is validated using a closed-loop simulation, where the
re-unified heights obtained from the adjustment process are compared with the a
priori height values (Wu et al., 2018). The true error et is defined as the difference
between the local heights and a priori heights in terms of geopotential numbers.
The accuracy of the unification is determined based on the differences between
the reunified and a priori heights which is termed as adjusted error (ea). The
equations of et and ea are given as

eti = CL
i − C

Uapriori

i (2.36)

eai = CUreuni
i − C

Uapriori

i . (2.37)

The standard deviation of the estimated error parameters from the covariance
matrix is also of critical importance as it gives the significance of the estimated
residuals. By using both clock and traditional levelling observations in this man-
ner, the method ensures that the local height systems are rigorously adjusted to
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a consistent global height framework, enhancing the accuracy and reliability of
the IHRF in the near future.

2.4 Global Sea Level Change Monitoring

Sea level change is a critical indicator of climate change, impacting coastal com-
munities, ecosystems, and global weather patterns (Lindsey, 2007). Monitoring
sea level changes is essential for understanding both short-term variations due to
tides, storm surges, and longer-term trends driven by thermal expansion of sea-
water, melting ice sheets, and glaciers (Cazenave and Nerem, 2004). However, to
fully grasp the complexities of sea level change, it is important to distinguish be-
tween relative sea level, which includes local land motion, and absolute sea level,
which measures the sea surface heights relative to a globally consistent reference
(Wöppelmann and Marcos, 2016). Moreover, integrating new technologies, such
as precise clocks, allows for monitoring vertical land motion with a few cm accu-
racy, enhancing our understanding of sea level variations at both local and global
scales (Vincent and Müller, 2024).

2.4.1 Relative Sea Level vs. Absolute Sea Level

Figure 2.7: Absolute Sea Level (ASL) and Relative Sea Level (RSL) change with respect
to tidal datum (TD) in the case of land uplift ∆H and sea level (SL) rise
(Vincent and Müller, 2024)

Relative Sea Level

Relative Sea Level (RSL) refers to the height of the sea surface relative to a specific
reference point on land, such as a tide gauge station, which is fixed to a coastal
structure or a benchmark (figure 2.7). It reflects the combined effects of changes
in the ocean volume and local vertical land movements at the measurement site
(Jeon et al., 2018). Thus, RSL is a localized measure that varies depending on
both oceanographic processes and geophysical changes affecting the land.

Tide gauges are the primary instruments used to measure RSL (Douglas, 2001).
They are installed along coastlines and are usually attached to a stable structure,
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such as a pier or a seawall, and provide a consistent reference point over time.
These measurements are affected by various factors, including tides, waves, baro-
metric pressure changes, and seasonal variations. To account for land movement
at tide gauge sites, GNSS stations are often colocated with tide gauges (Lar-
son et al., 2013). GNSS provides precise measurements of vertical land motion,
crucial for distinguishing true sea level changes from land movements (Dawidow-
icz, 2014). By combining tide gauge data with GNSS measurements, scientists
can correct for local vertical land motion and thus better understand sea level
changes attributed to oceanographic processes (Peng et al., 2021). According to
the PSMSL’s documentation, long-term sea level trends can be measured with
accuracies of ± 0.3 to 1 mm/year, depending on the correction for land motion
and the length of the data record (Woodworth and Player, 2003).

Local land movements, such as subsidence (sinking) or uplift (rising) of the
ground, significantly influence RSL measurements. These movements can be
caused by various factors, including tectonic activity (e.g., earthquakes, fault-
ing), post-glacial rebound (also known as glacial isostatic adjustment or GIA),
sediment compaction, and anthropogenic activities like groundwater extraction
or mining (Nicholls et al., 2021). The relative sea level will appear to rise more
in regions experiencing land subsidence and less, or even fall, in regions experi-
encing land uplift (Shirzaei et al., 2021; Steffen and Wu, 2011). Oceanographic
processes such as the thermal expansion of seawater (due to global warming),
changes in ocean currents, wind patterns, and regional changes in salinity also
affect RSL (Gornitz, 1995). Seasonal variations, storm surges, and local mete-
orological events can cause short-term fluctuations in RSL. RSL measurements
are often tied to a local datum or reference level, such as the "Mean Sea Level"
(MSL) or a "tidal datum" established over a specific time period (e.g., the average
sea level over 19 years) (Gill and Schultz, 2001). The use of local datums means
that RSL data are inherently region-specific and may not be directly comparable
between different locations without appropriate transformations.

The limitations of RSL measurements include local biases and inconsistencies in
reference datums with variations in both spatial and temporal scales. Short-term
fluctuations in sea level due to tides, weather events, or seasonal changes can
obscure longer-term trends in RSL. Since RSL is measured relative to a local
benchmark, it inherently reflects local conditions and may not represent global
sea level changes accurately. Local land movements (e.g., subsidence or uplift)
can skew RSL data, making it difficult to discern whether observed changes are
due to actual changes in sea level or changes in the land.

Absolute Sea Level

Absolute Sea Level (ASL) refers to the height of the sea surface relative to a
fixed, global reference frame (Dietrich, 2014). Unlike Relative Sea Level, which
measures changes relative to local benchmarks or tidal datums, ASL provides a
measure that is consistent across the globe, irrespective of local land movements
(figure 2.7). This makes ASL crucial for understanding global sea level rise and
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other large-scale changes (Baker, 1993). ASL is referenced to a global mean
surface, often the geoid.

One of the primary methods for measuring ASL is satellite altimetry (Fu and
Cazenave, 2000). Satellites such as those of the JASON series or Copernicus
Sentinel-6 provide high-precision measurements of sea surface heights from space
(Benveniste et al., 2020; Donlon et al., 2021), which are then referenced to the
global geoid and ellipsoid models. Alternatively, as mentioned in the previous
section, GNSS stations installed on land can be used to measure vertical land
movements, which can then be combined with tide gauge data to obtain accurate
ASL measurements (Peng et al., 2021).

ASL measurements offer a uniform method for monitoring sea level changes glob-
ally, providing insights into phenomena such as global warming and polar ice
melting. Integrating data from various sources (e.g., satellite altimetry, GNSS,
tide gauges) and ensuring consistency across different measurement systems can
be challenging. The accuracy of ASL measurements depends on the precision of
the geoid model used as a reference (Featherstone, 2001). Variations and updates
of the geoid models can affect the interpretation of sea level data.

2.4.2 Benefits of Land Motion from Clocks

The physical height at a point on the Earth’s surface is subject to continuous
variation, primarily due to external tidal effects and non-tidal mass distributions
within the Earth system, see (Voigt et al., 2016). Tidal effects encompass a range

(a) loading (b) unloading

Figure 2.8: Loading and unloading effects on physical heights which depend on the geoid
(G) height and vertical displacements of the Earth surface (T) (Vincent and
Müller, 2024)

of phenomena, such as solid-Earth tides and ocean-load tides caused by the grav-
itational forces of external celestial bodies like the Sun, Moon, and other planets.
These effects also include centrifugal forces resulting from polar motion, which
generate pole tides, and variations in the Earth’s angular velocity, which lead to
length-of-day tides, along with atmospheric tides. Non-tidal effects, on the other
hand, arise from the redistribution of mass within the geosphere, hydrosphere,
atmosphere, and biosphere, all of which impact the geopotential at any given
point by inducing mass changes and associated vertical displacements (Schröder
et al., 2021). On the deformable Earth’s surface, the potential variations due
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to the vertical displacement also have to be accounted for by defining the total
potential variation (figure 2.8) as discussed in section 2.2.2.

Using terrestrial clock observations, it is possible to infer these physical height
changes, in contrast to GNSS which only provides measurements of ellipsoidal
height changes. By combining RSL measurements, which reflect changes in the
local sea surface height relative to a nearby reference point, with time-variable
land motion data (∆Hv) derived from clock observations, one can compute ASL
changes with respect to the geoid. This relationship can be expressed mathemat-
ically as

ASL = RSL+∆Hv. (2.38)

Atomic clocks offer an alternative by providing a direct reference to a global
equipotential surface, such as the geoid. By using highly precise atomic clocks as
benchmarks, both land and sea level measurements can be referenced to the same
equipotential surface, thereby maintaining uniformity without the need to con-
sider regional tidal datum variations. This method ensures that the measurements
are consistently tied to the global geoid, eliminating the biases and uncertainties
associated with local vertical datums. Here, clocks directly measure changes in
gravity potential, which is independent of whether the mass changes occur above
or below the Earth’s surface, meaning that clocks can detect changes regardless
of whether they are due to surface or subsurface mass movements.

Tidal and non-tidal effects induce variations in physical heights, represented by
∆Hv

tidal for tidal effects and ∆Hv
non−tidal for non-tidal loading and unloading ef-

fects, respectively (Vincent and Müller, 2024). The overall change in the physical
height ∆Hv can be obtained from clocks, where the static part cancels out for
clocks at a fixed location or can be reduced with levelling:

∆Hv = ∆Hv
tidal +∆Hv

non−tidal. (2.39)

Sea level change has two contributions, classified into: "Steric" and "Eustatic"
(Cazenave and Nerem, 2004). Steric changes involve the expansion or contraction
of seawater due to temperature (thermosteric) and salinity (halosteric) variations.
Ocean mass changes, detected directly by GRACE and GRACE-FO, are primarily
driven by the addition or removal of water to and from the oceans due to processes
like melting ice sheets, glaciers, and variations in terrestrial water storage and
atmosphere. While steric changes do not alter the total mass of the oceans, they
affect sea level by changing the volume of the seawater. Here, clocks and altimetry
observe the combined effect.

Incorporating atomic clocks into sea level monitoring offers the advantage of
directly referencing measurements to a globally consistent surface, the geoid. This
method not only mitigates the issues of local biases and datum inconsistencies but
also allows real-time and pointwise tracking of sea level changes by accounting
for all relevant gravity potential changes.
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Time-variable Gravity Signals

3.1 Effect of Temporal Centrifugal Potential
Variations

A terrestrial optical clock is sensitive to the gravity potential, which reflects the
combined effects of gravitational and centrifugal forces at a given location, as
described in equation (2.12). This chapter focuses on evaluating the potential
of optical clocks to observe time-variable gravity signals by simulating gravity
potential variations at points of interest. The impact of centrifugal potential
variations is then estimated and compared with the clock’s uncertainty.

An assumption is made that the Earth’s rotational velocity is constant over time,
to analyze how local displacements at each latitude produce time-dependent vari-
ations in the centrifugal potential. For a fixed latitude and angular velocity
(ω = 2π/86164 rad/s), Earth’s temporal rotational variations depend on the
distance from the rotation axis (r(t) cos θ) (Roman, 2020).

Z(r) =
1

2
ω2r(t)2 cos2 θ. (3.1)

The radius corresponding to each latitude (θ) can be computed as described by
(Clynch, 2002):

R(θ) =

√
(a2 cos θ)2 + (b2 sin θ)2

(a cos θ)2 + (b sin θ)2
(3.2)

where a and b represent the semi-major axis and semi-minor axis of the ellipsoid.
The centrifugal potential at latitudes of 0°, 22.5°, 45°, 67.5°and 90°are calculated
(figure 3.1(left)). Later, the centrifugal potential variations at each latitude for
vertical displacements (d) from 0 to 4 m are computed with r(t) = R(θ) + d for
various latitudes (figure 3.1(right)).

The maximum effect of the centrifugal potential is at the equator (θ = 0),
Z(requator) = 108155.12 m2/s2 where a radial displacement of 4 m results in a
centrifugal potential variation of 0.13 m2/s2 (≈ 10−18). Therefore, temporal ro-
tational variations, which are primarily due to these radial displacements, are
negligible and can be ignored when simulating the clock observations.

For a terrestrial clock B, WB = VB + ZB = W0 − CB (geopotential number
CB = W0 −WB), where VB and ZB represents the gravitational and centrifugal
potentials. One can define a static (Cstatic

B ) and time-variable part (δCB) for CB.
Hence, if we consider the fractional frequency change of a terrestrial clock B with
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Figure 3.1: Centrifugal potential at selected latitudes in m2/s2 (left) and centrifugal
potential variations at selected latitudes for vertical displacements (d) up to
4 m (right)

respect to a reference clock A (δCA ≈ 0), equation (2.11) can be modified with
WB −WA = Cstatic

A − Cstatic
B − δCB

∆f

f
=

fA − fB
fB

≈ Cstatic
A − Cstatic

B − δCB

c2
. (3.3)

As the temporal variation in the centrifugal potential is negligible, δCB can be ap-
proximated by the effective gravitational potential variation δUB equation (2.14).
The corresponding time-variable geopotential changes at B (≈ δUB) can be ob-
tained from

δUB = −∆f

f
c2 + Cstatic

A − Cstatic
B (3.4)

when A is considered stable such that δCA is negligible enough. Cstatic
A and Cstatic

B

can be obtained from levelling techniques. Thus, the time-variable changes at
location B are purely gravitational.

3.2 Concept of Reference Clock in Timeseries
Analysis

Clock observations always involve two clocks since the relative fractional fre-
quency change is our primary observation. For time series analysis, such as
detecting time-variable gravity signals, we aim to extract the temporal variations
of geopotential changes at a site of interest as given by equation (3.4). This re-
quires a reference clock at a location where temporal geopotential changes are
small enough to be below the sensitivities of the clocks in use, or where the in-
stantaneous geopotentials can be modeled with uncertainties within the clock
sensitivities. The other possibility is to use a space-based reference, preferably
at a geostationary satellite where the gravitational effect of the Earth can well
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be modelled. But, there will be limitations from satellite visibility and exposure
time.

Figure 3.2: Configuration of reference clocks in time-series analysis illustrating how a
clock at site of interest (B) can be linked to a stable space-based reference
clock (S) and a ground-based reference/national clock (A)

Our approach defines a configuration of reference clocks, consisting of one space-
based reference and one ground-based reference. Clocks located at sites of in-
terest, where the geopotential changes need to be determined, should be con-
nected to the ground-based clock, which can be designated as a national clock for
the particular regional height system. In this setup, all ground reference clocks
are connected to the space-based clock reference, where accurate modelling of
geopotential time variations with uncertainties less than the clock sensitivity is
possible. This configuration allows us not to be concerned about the stability of
the reference clocks. Also, the number of space links can be reduced to a single
connection of the national clock to the satellite clock. To compute the temporal
variations at the site of interest (Clock B), simultaneous connections from the
ground reference (Clock A) to B and from the space reference (Clock S) are
required. Mathematically, it can be represented as

∆fAB

f
=

WA −WB

c2
(3.5)

∆fAS

f
=

WA −WS

c2
(3.6)

∆fBS

f
=

∆fAS

f
− ∆fAB

f
=

WB −WS

c2
(3.7)

δUB = −∆fBS

f
c2 −WS +W0 − Cstatic

B (3.8)

in agreement with equation (3.4).
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3.3 Simulation Strategy and Data Description

The goal is to separately evaluate the magnitude of different time-variable grav-
ity signals as clock observations. These time-variable signals can be expressed in
terms of geopotential variations at the sites of interest. Geopotential is unaffected
whether the loading or unloading occurred beneath or above the clock location.
Atomic clocks provide us with the direct measurement of the local geopotential,
the only existing method to probe Earth’s gravity potential for geodetic appli-
cations. As mentioned in section 2.2.2, clocks measure the combined effect of
mass variations and associated surface deformations. Non-tidal gravity signals
such as seasonal hydrological signals, linear variations due to present-day ice
mass loss, secular Glacial Isostatic Adjustment (GIA) signals, and co-seismic and
post-seismic signals are analysed in the following.

The aim of this simulation study is to demonstrate that the networks of high-
performance clocks can enhance traditional geodetic techniques for detecting and
quantifying mass variations on Earth. To achieve this, we focus on five regions
characterized by different dominant mass redistribution processes: the Himalayas,
the Amazon, Greenland, Fennoscandia and Japan. These regions represent di-
verse temporal changes in mass, such as glacial melting, hydrological cycles, GIA
and seismic signals from earthquakes.

The effective potential variations, denoted as δU in equation (2.22), which re-
sult from these mass redistribution processes, are quantified. The simulations of
those clock observations, that measure these potential variations, require com-
bining data from both GRACE and GNSS measurements. GRACE data provide
information on temporal potential variations due to mass changes, while GNSS
data give the corresponding surface deformations. This integration allows us to
model the clock observations on a deformable Earth.

We select clock sites based on existing GNSS stations from the Nevada Geodetic
Laboratory (NGL) network. The stations are chosen for their availability of
long time series, which is essential for accurately capturing temporal variations.
The GRACE monthly solutions, specifically the ITSG-2018 dataset, are used to
model mass variations. These solutions encompass the full range of hydrological,
cryospheric, and GIA signals, with reductions applied for mass variations in the
oceans and atmosphere as part of the standard processing (Kvas et al., 2019).
The time-variable gravity signals are estimated on a monthly basis as differences
to the static gravity field model EIGEN-6C4, which represents a long-term mean
state (Förste et al., 2014).

To model the potential variations due to surface deformation, we use GNSS time
series of vertical displacements. Specifically, the up components of the NGL
daily time series solutions, given in the IGS14 reference frame (closely related
to ITRF2014), provide monthly averages of these displacements (Blewitt et al.,
2018). Non-tidal loading effects, such as atmospheric loading, ocean bottom
pressure, and surface hydrology, are initially included in these GNSS solutions.
However, since Non-Tidal Atmospheric Loading (NTAL) is a dominant factor
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affecting these displacements, we subtract it to isolate the signals of interest.
Daily averages of the 3-hourly NTAL data from GFZ (Dill and Dobslaw, 2013)
are computed and removed from the GNSS time series, ensuring consistency with
the GRACE seasonal signals in test cases of Himalaya and Amazon.

By doing so, we simulate the seasonal signals from terrestrial water storage varia-
tions (in the Himalayas and Amazon), linear trends representing either current ice
mass variations (in Greenland) or GIA signals (in Fennoscandia) and co-seismic
and post-seismic variations (Japan - Tohoku earthquake). These variations are
treated as potential clock observations, δU ≈ ∆f

f
c2, where ∆f/f represents the

relative fractional frequency change. A clock with a sensitivity of 10−18 would
be capable of detecting potential variations as small as 0.1 m2/s2. This level of
sensitivity illustrates the potential of using high-performance clocks for detailed
monitoring of mass redistribution processes on Earth.

3.4 Case A: Himalaya

The Himalayan region, often referred to as the "Water Tower of Asia," is a crit-
ical reservoir of fresh water, holding one-fifth of the Earth’s total freshwater
storage (Shamsudduha and Panda, 2019). With a glacier coverage of approx-
imately 33,000 km2, this region is pivotal for the hydrological balance in Asia.
These glaciers feed some of the world’s major river systems, including the Ganges,
Brahmaputra, and Meghna rivers, which are vital sources of water for millions of
people across several countries.

The climatic conditions in the Himalayas vary significantly from east to west.
The Eastern Himalayas are characterized by a wetter climate, receiving substan-
tial rainfall due to the influence of the Indian summer monsoon. In contrast, the
Western Himalayas are relatively drier (Bookhagen and Burbank, 2010). This
variation in climate leads to differences in glacial melt patterns, snow accumula-
tion, and river discharge rates across the region.

For geodetic studies, particularly in monitoring temporal gravity signals, the
Himalayas present a unique opportunity. The GNSS stations distributed in this
region provide valuable data for observing the impacts of hydrological and glacial
processes. These stations, located primarily within the Ganges-Brahmaputra-
Meghna (GBM) river basin, can be considered specific sites for potential clock
observations (figure 3.3).

The GBM river basin is one of the largest and most dynamic river systems glob-
ally. It is particularly sensitive to variations in terrestrial water storage, driven
by seasonal changes in precipitation, snow melt, and glacial runoff. The region
experiences significant mass redistribution due to the monsoon’s influence, which
leads to considerable fluctuations in water storage over time. These variations
are critical for understanding regional hydrology and its contribution to global
sea-level changes.

By integrating high-performance optical clocks at these GNSS stations, we can
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Figure 3.3: Himalayan region with the Ganges-Brahmaputra-Meghna river basin and as-
sumed clock sites (high-altitude stations (red), low-altitude stations (black))

enhance our ability to detect and quantify the temporal variations in the Earth’s
geopotential associated with these dynamic processes. Clock observations in the
Himalayas can help capture the intricate patterns of mass changes due to glacial
melting and terrestrial water storage, providing a more refined understanding
of how these processes contribute to global sea-level change. This methodology
allows us to complement traditional geodetic techniques with a novel approach
to monitor the Earth’s changing mass distribution with high accuracy.

3.4.1 Simulation of Hydrological Signals as Clock
Observations

In this simulation study, the focus is on capturing the seasonal hydrological sig-
nals in the Himalayan region by integrating detrended (to extract the seasonal
signals alone) GRACE and GNSS datasets (as outlined in equation (2.22) in sec-
tion 2.2.2). These datasets allow us to simulate the effective potential variations
that would be observed by clocks. By fitting these seasonal potential variations
into annual cycles, we can visualize the kind of signals that high-performance
clock networks could detect.

A collection of 15 clock sites distributed across the Himalayan region was con-
sidered, with 8 stations located at high altitudes and 7 at lower altitudes. The
distinction between high-altitude and low-altitude stations provides insights into
how altitude affects the observed potential variations, offering a comprehensive
understanding of the region’s seasonal hydrological dynamics. Daily variations of
NTAL result in surface deformations as large as ≈ 1 cm at some stations, e.g.,
at DNGD, that should be reduced from the GNSS data to extract the hydro-
logically driven vertical displacements alone. The NTAL reduced daily GNSS
time series is provided in figure 3.4. As provided in section 3.3, in order to com-
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Figure 3.4: Vertical displacements due to seasonal loading/unloading at Himalayan
high-altitude sites (SMKT, DLPA, LHAZ) and low-altitude sites (DNGD,
NPGJ, LHAZ). The upper panel shows the total seasonal GNSS vertical
displacements, and the middle panel illustrates the non-tidal atmospheric
loading in terms of height changes. The lower panel provides the NTAL
reduced GNSS displacements indicating the seasonal component due to hy-
drological signals.

bine with monthly potential variations from GRACE, the monthly mean of daily
GNSS measurements is computed. NGS provides daily GNSS solutions with mm
accuracy, the monthly averages reduced the uncertainties further into the sub-
millimeter level, which is beyond the assumed clock uncertainty.
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Figure 3.5: Seasonal hydrological signals in terms of potential variations at Himalayan
high altitude sites (SMKT, DLPA, LHAZ) and low altitude sites (DNGD,
NPGJ, LHAZ). The upper panels show the separate effect of mass anoma-
lies (GRACE) and vertical deformation (GNSS). The lower panels give the
combined effect as it could be observed by clocks (CLOCK), with the fitted
seasonal signal in gray.

The simulated clock observations illustrated in figure 3.5 reveal that the Hi-
malayan region exhibits seasonal variations in effective potential with a range of
approximately [−0.2 0.2] m2/s2. Such variations are well within the detection
capabilities of clock networks with a performance level of 10−18, corresponding
to an uncertainty of 0.1 m2/s2. This demonstrates that high-precision clocks can
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indeed detect these subtle, yet significant changes in the Earth’s geopotential
caused by seasonal hydrological processes. This highlights the potential of clock
networks to provide valuable data on the temporal changes in Earth’s mass dis-
tribution, particularly in regions like the Himalayas, where seasonal hydrological
processes play a significant role.

3.4.2 Clocks as Probes for Monsoon Dynamics in the
Himalayas

The Himalayan region’s precipitation pattern is heavily affected by the dynamics
of the Indian monsoon, which is responsible for a substantial portion of the annual
rainfall. The monsoon typically peaks in August, bringing intense precipitation
across various locations and altitudes in the region. This peak timing remains
consistent irrespective of specific geographic or topographic variations, underscor-
ing the dominance of the monsoon system in shaping the hydrological cycle. The
northeastern part of India experiences an early and prolonged rainy season, with
precipitation gradually diminishing in intensity as the monsoon system progresses
westward. This gradual spread plays a critical role in the redistribution of water
mass within the region, influencing the local gravity potential. By measuring
effective potential variations, clocks can trace the water mass accumulation and
its spatial-temporal redistribution during the monsoon season.

(a) (b)

(c) (d)

Figure 3.6: ERA-5 monthly total precipitation grids in the Himalayan region for the
months May (a), June (b), July (c) and August (d) in 2008

The ERA-5 ECMWF reanalysis product further highlights the monsoon’s evolu-
tion by providing detailed Total Precipitation (TP) data for the key periods from
May (early onset) till August (peak intensity) given in figure 3.6. The annual
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phases and amplitudes derived from the fitted clock observations at all stations
align closely with the precipitation patterns (table 3.1). With this correlation, it
becomes possible to study the monsoon’s strength and its geographic progression
at different sites.

Table 3.1: Annual phase and amplitude of seasonal signal at Himalayan clock sites.

Station Annual phase (deg) Amplitude (m2/s2)
DNGD 112.36 0.082
SMKT 111.93 0.072
NPGJ 97.26 0.099
DLPA 111.84 0.109
LHAZ 128.07 0.106
MPUR 107.18 0.146

In the future, a time series of clock measurements could allow for detailed mon-
itoring of precipitation dynamics, including the early onset and prolonged pat-
terns observed in northeastern India. This capability has significant implications
for understanding and modelling the monsoon’s impact on regional hydrology,
water resource management, and climatic variability. Clocks, with their sensi-
tivity to effective potential variations, can bridge the gap between atmospheric
observations and geodetic measurements, offering a unified framework to study
monsoon-induced changes.

3.5 Case B: Amazon

The Amazon basin, the world’s largest river basin, is not only an iconic geo-
graphical feature but also a critical component of the Earth’s hydrological and
ecological systems. Spanning over 7 million square kilometers, the Amazon rain-
forest supports a vast diversity of life and plays a crucial role in regulating global
climate patterns through carbon storage and water cycling. The seasonal dynam-
ics of Terrestrial Water Storage (TWS) within this region is substantial, driven
by monsoon precipitation, river discharges, and evapotranspiration processes.

The simulation focuses on four strategically chosen sites across the Amazon basin,
selected based on the availability of long-term hydrological data and their suit-
ability for clock placement. Figure 3.7 provides a visual representation of these
sites. At these locations, TWS changes are modelled over an annual cycle, cap-
turing the hydrological extremes that define the Amazon’s seasonal rhythm. For
instance, the peak TWS typically coincides with the wet season when precipi-
tation dominates, while the lowest TWS occurs during the dry season as water
storage depletes.
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Figure 3.7: Simulated clock sites in the Amazon basin

3.5.1 Simulation of Hydrological Signals as Clock
Observations

The methodological approach for simulating hydrological signals as clock obser-
vations in the Amazon Basin involves modelling TWS variations and translating
these into gravity potential changes detectable by high-precision clocks. This
simulation is based on equation (2.22), which connects TWS-induced mass redis-
tribution to potential variations. NTAL is generally more pronounced in regions
with higher elevations and greater atmospheric pressure variability. In the Ama-
zon, NTAL is generally less pronounced than in the Himalayan region due to
its lower altitude. However, the region’s vast size and the influence of the In-
tertropical Convergence Zone (ITCZ) lead to seasonal variations in atmospheric
pressure. These variations coincide with the seasonal shifts in rainfall and trade
winds. While NTAL in the Amazon will not reach the levels observed in the
Himalayas, its contribution is less than 5 mm.

The simulated TWS change in the Amazon region demonstrates a peak-to-peak
range of [−0.5, 0.5] m2/s2, which is significantly higher than the range observed
in the Himalayan region (∼ 0.2 m2/s2). This disparity is primarily due to the im-
mense precipitation and hydrological activity in the Amazon, which is one of the
most water-rich regions on Earth. The Amazon basin experiences a dominant sea-
sonal hydrological cycle, with intense rainfall during the wet season contributing
to large-scale changes in water mass distribution. Such a dynamic cycle generates
more substantial gravity potential changes that clocks can observe.

Figure 3.8, showcasing the simulated clock signals at the stations BOAV, NAUS,
BELE, and POVE, reflects the robust seasonal TWS variations in the Amazon.
These stations highlight the basin-wide hydrological dynamics. Stations located
closer to the Amazon River or its tributaries are likely to experience stronger
gravitational potential variations, e.g. NAUS, due to the massive water mass
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Figure 3.8: Simulated potential variations of hydrological signals at the Amazonian sites
BOAV, NAUS, BELE and POVE. The upper panels show the variations
separately derived from GRACE and GNSS. The lower panels show the
combined effect of height change (GNSS) and mass change (GRACE) as it
could be observed by clocks (CLOCK), with the fitted seasonal signal in
gray.

movements during seasonal flooding and rainfall. The redistribution of water,
both horizontally (floodplain dynamics) and vertically (groundwater recharge and
river discharge), intensifies these signals, as the river and surrounding areas act
as focal points for hydrological processes. The Amazon’s distinct characteristics-
like extensive rainfall, low-altitude floodplains, and large river systems—amplify
the magnitude of TWS changes, making it a prime region for demonstrating the
potential of clock-based hydrological monitoring. These observations highlight
the promise of high-precision clocks in capturing diverse hydrological phenomena
at contrasting regions globally.

3.5.2 Amazon’s Seasonal Secret

The Amazon’s hydrological cycle showcases distinct seasonal characteristics on
either side of the equator, driven by the interplay of rainfall variability and trade
wind directions. The northern and southern regions of the Amazon exhibit con-
trasting rainy seasons, which are influenced by the annual migration of the ITCZ
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(Espinoza et al., 2019). This migration follows the Sun’s position relative to the
equator and is a key driver of precipitation patterns in the tropics.

In the northern Amazon (e.g., BOAV station), the rainy season typically occurs
from June to August, with peak rainfall observed in July. This is due to the
northward shift of the ITCZ during the northern hemisphere’s summer, bringing
moist trade winds and heavy rainfall. Conversely, in the southern Amazon, the
rainy season spans from November to April, with peak rainfall around April.
This pattern is attributed to the ITCZ moving southward during the southern
hemisphere’s summer, drawing moisture-laden winds from the Atlantic Ocean.

Table 3.2: Annual phase and amplitude of seasonal signals at clock sites in Amazonia

Station Annual phase
(deg)

Amplitude
(m2/s2)

Month of maxi-
mum peak

NAUS -129.37 0.406 May
POVE -92.96 0.261 April
BOAV -169.54 0.126 July
BELE -129.34 0.153 May

Figure 3.9: Rainfall variability in the north and south of the equator in the Amazon
region. Image taken from NASA Earth Observatory (Lindsey, 2007)

Table 3.2 clearly illustrates these different seasonal properties through phase val-
ues derived from simulated clock observations, while figure 3.9 visually represents
the temporal shift in rainfall. These results align with observations from studies
such as those by Lindsey (2007), which highlight the role of trade winds and
ITCZ dynamics in shaping Amazonian rainfall patterns.

The capability of clock networks to monitor these regional hydrological properties
is a promising avenue for the future. High-precision clocks can provide unprece-
dented temporal and spatial resolution, capturing subtle variations in terrestrial
water storage driven by these seasonal cycles. This demonstrates the potential of
clock-based geodesy to enhance our understanding of the Earth’s water cycle in
complex and dynamic systems like the Amazon.

3.6 Case C: Greenland

Greenland, home to the world’s second-largest ice sheet after Antarctica, is un-
dergoing significant ice mass loss due to climate change. Surface melting and
iceberg calving, especially along its coastal boundaries, have contributed to a

51



3 Application I - Detection of Time-variable Gravity Signals

steady decline in ice mass over recent decades (Zwally et al., 2002; Landerer,
2022). These changes are primarily driven by increasing temperatures and the
interplay of atmospheric and oceanic dynamics, leading to a profound impact on
the global sea level.

Using high-performance optical clocks, this study explores the potential of detect-
ing these ongoing ice mass losses and the associated elastic land uplift. The sim-
ulated observations of effective potential variations, δU , align with the method-
ology employed in the prior test cases. To capture the spatial and temporal
dynamics of ice loss, GNSS stations at four strategically distant locations across
Greenland were selected as clock sites (figure 3.10). These stations provide in-
sight into the regional variations in mass redistribution and their effect on the
Earth’s gravity field.

Figure 3.10: Simulated clock sites considered in Greenland

Satellite gravimetry missions, such as GRACE and its successor GRACE Follow-
On, have provided pivotal data in quantifying Greenland’s ice mass loss. Accord-
ing to Landerer (2022), the Greenland ice sheet lost approximately 280 gigatons
of ice annually between 2002 and 2020, which corresponds to a global sea level
rise of about 0.8 mm per year. The redistribution of this mass leads to changes in
Earth’s gravity potential, which can be observed as linear trends in clock-based
measurements. In the case of Greenland, the elastic land uplift observed is pri-
marily due to current ice mass loss, as the region was not heavily affected by GIA
from the last glacial maximum compared to regions like Fennoscandia or North
America. This provides a complementary and independent tool to traditional
geodetic techniques, such as satellite altimetry and gravimetry, for understand-
ing the implications of Greenland’s ice mass loss on global and regional scales.
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3.6.1 Simulation of Present-day Ice Mass Loss as Clock
Observation

Figure 3.11: Linear potential variations over Greenland at sites KMJP, SCOR, THU3
and QAQ1. The upper panels show the variations separately derived from
GRACE and GNSS. The lower panels show the combined effect of height
changes (GNSS) and mass changes (GRACE) as it could be observed by
clocks (CLOCK), with the fitted linear signal in gray.

The simulated linear potential variations at the four GNSS locations—KMJP,
SCOR, THU3, and QAQ1—highlight the sensitivity of clock observations to ice
mass loss in Greenland. These potential variations, shown in figure 3.11, reflect
the long-term trend of effective potential changes resulting from ice mass loss
between 2004 and 2015. The magnitude of these variations, reaching up to 1
m2/s2, is well within the sensitivity range of high-performance clocks, making
these signals detectable with high accuracy. As the GNSS and GRACE time
series differ in coverage and may contain data gaps, the combined clock signal is
constructed by filling these gaps using nearest-neighbour interpolation to enable
linear fitting.

The spatial variability of the ice mass loss is evident, with higher rates of potential
changes in the western and southern parts of Greenland. This observation agrees
with the known dynamics of the Greenland Ice Sheet, where significant melting
and ice discharge occur along the island’s periphery. The THU3 site, located
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in a region experiencing pronounced mass loss, exhibits the highest linear trend
in potential variation, quantified at 0.11 m2/s2 per year. This emphasizes the
capability of clock networks to detect and monitor regional differences in ice
mass loss, providing a novel tool to complement satellite gravimetry and other
geodetic methods.

3.7 Case D: Fennoscandia

Fennoscandia, the region that includes Sweden, Finland, Norway, and parts of
Russia, has undergone significant post-glacial rebound, commonly referred to as
GIA. This process began at the end of the last ice age and the corresponding
deglaciation which was completed about 10,000 years ago and continues today
as the Earth’s mantle slowly adjusts to the loss of the vast ice sheets that once
covered the region (Olsson et al., 2019). The present-day GIA signals are char-
acterized by a secular gravity change and associated land uplift. The Earth’s
lithosphere, after being compressed by the weight of the ice, is slowly lifting back
up viscoelastically as the mantle material flows and adjusts. The secular uplift
in the central region of Fennoscandia is approximately 1 cm/year, with a cor-
responding secular gravity change of about -20 nm/s2, as reported by Ekman
(1996); Vestøl et al. (2019). This ongoing process plays a key role in the re-
gion’s geoid dynamics, leading to observable changes that can be monitored with
geodetic techniques.

3.7.1 Simulation of GIA Signals as Clock Observations

Figure 3.12: Simulated GIA signal over Fennoscandia in terms of effective potential
variation per year

To simulate the GIA signals as observed by clock measurements, the methodology
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applied in previous test cases is followed. This includes simulating the linear po-
tential variations due to GIA at 16 clock sites across Fennoscandia (figure 3.12).
The sites closest to the uplift center experience a higher rate of potential vari-
ations, with values of 0.11 m2/s2 per year. However, as the distance from the
uplift center increases, the magnitude of these variations decreases.

Figure 3.13: Linear potential variations in Fennoscandia at the sites VIKC, VAAS,
0RAT and 0HFS dominated by vertical deformation. The upper pan-
els show the variations separately derived from GRACE and GNSS. The
lower panels show the combined effect of height changes (GNSS) and mass
changes (GRACE) as it could be observed by clocks (CLOCK), with the
fitted linear signal in gray.

The clock observations simulate the secular trends in effective potential varia-
tions over a time span from 2002 to 2016, as shown in figure 3.13. However,
it is important to note that, while vertical land uplift is the dominant signal in
this region, the mass change contribution to the potential variations is relatively
minor. Thus, the clock measurements in Fennoscandia provide a strong signal
related to the vertical uplift but offer limited additional information compared
to GNSS measurements. The secular geoid change in the Fennoscandian uplift
centre is in the order of 0.4 mm/year, as per the ICE6G-D model (Peltier et al.,
2018), which is beyond the sensitivity of current clock technology with fractional
frequency uncertainties of 10−18(≈ 1 cm).
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While clock networks are capable of measuring changes in effective potential
variations, the limited contribution of mass change to the observed signal in
Fennoscandia makes GNSS a more comfortable tool for observing the vertical
uplift associated with GIA. Clocks, therefore, may not provide significant addi-
tional insights beyond what is already achievable with GNSS measurements in
this particular context.

3.8 Case E: Japan - Tōhoku Earthquake

The 2011 Tōhoku earthquake, with a moment magnitude (Mw) of 9.0, stands as
one of the most significant seismic events of the 21st century (Imakiire and Koarai,
2012). It occurred along the Japan trench, a subduction zone where the Pacific
plate is subducting beneath the North American plate. This tectonic interaction
caused massive ground subsidence along the eastern coastline of Japan and a
significant uplift of the seafloor near the trench, which triggered a devastating
tsunami (Shibahara, 2011).

Figure 3.14: Simulated clock sites in Japan with the epicentre of Tohoku earthquake
2011.

The earthquake rupture zone extended over 500 km, with slip distributions reach-
ing over 40 meters near the trench axis. In the region near the trench, the sea
floor uplifts as the overriding North American plate releases from a downward
pull of the subducting Pacific plate and rebounds upward. This causes the coastal
areas on the mainland to experience ground subsidence (Imakiire and Kobayashi,
2011). The seafloor uplift near the plate boundary displaced large volumes of
water, generating tsunami waves that inundated large areas of Japan’s coast and
impacted regions as far as the Indian ocean. GNSS signals show immediate verti-
cal subsidence corresponding to the coseismic rupture, with significant downward
displacement recorded along Japan’s eastern coastline.
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3.8.1 Co-seismic and Post-seismic Processes

Beyond the immediate co-seismic effects of the 2011 Tōhoku earthquake, the
region has experienced several post-seismic processes that have continued to shape
the Earth’s crust and contribute to ongoing seismic activity (Ozawa et al., 2012).
One of the most significant post-seismic processes is afterslip, which refers to the
continued movement along the fault plane following the main rupture (Marone
et al., 1991). Afterslip is a relatively slow but persistent phenomenon, where the
fault gradually continues to slip after the main earthquake event. In the case of
the Tōhoku earthquake, the afterslip was particularly notable along the shallow
parts of the fault (Ozawa et al., 2011). This ongoing deformation redistributes
stress along the fault, contributing to further adjustments in the crust.

Another critical post-seismic process in the aftermath of the Tōhoku earthquake
is viscoelastic relaxation in the Earth’s mantle (Sun et al., 2014). This process
occurs as the Earth’s mantle adjusts to the stress redistributed by the earthquake.
Following the sudden release of strain during the earthquake, the mantle slowly
relaxes to accommodate the new state of stress. This results in continued ground
movement, albeit at a much slower rate compared to afterslip. For Tōhoku, the
viscoelastic response was marked by ongoing uplift and subsidence, which was
most noticeable in the years immediately following the earthquake. Researchers
have used data from GNSS and satellite altimetry to track these gradual shifts
in the crust, showing that the region continued to experience slow but detectable
land movement due to the Earth’s viscoelastic response.

Additionally, changes in crustal porosity and the migration of fluids within the
Earth’s crust played a role in post-seismic deformation (Unjoh et al., 2012). In the
case of the Tōhoku earthquake, the rupture likely triggered changes in the pore
pressure within the fault zone and surrounding regions, as well as the movement
of fluids along fault planes and fractures. These changes can affect the local stress
regime, contributing to further seismicity and crustal deformation. For example,
the introduction of fluids into fault zones can reduce friction along the fault,
potentially leading to increased afterslip or even triggering additional seismic
events. Fluid migration may also play a role in the long-term deformation of the
crust, particularly in the vicinity of the subduction zone, where water from the
oceanic plate may be released into the mantle.

The earthquake and subsequent phenomena provide an excellent case study for
using high-precision atomic clocks to detect effective potential variations caused
by seismic activity. Clocks could help identify stress redistribution before seismic
events and monitor co-seismic and post-seismic deformations, offering potential
advancements in earthquake prediction and hazard assessment.

3.8.2 Simulation of Seismic Signals as Clock Observations

To better analyze the potential variations associated with the 2011 Tōhoku earth-
quake, GNSS daily observations were processed by calculating the mean values up
to February 2011 (prior to the earthquake). This mean was then subtracted from
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Figure 3.15: Effective potential variations in Japan at the sites J550, J042, J919 and
J206 showcasing the pre-seismic, co-seismic and post-seismic effects related
to the Tohoku earthquake in 2011. The upper panels show the variations
separately derived from GRACE and GNSS. The lower panels show the
combined effect of height changes (GNSS) and mass changes (GRACE) as
it could be observed by clocks (CLOCK), with the mainshock’s effective
potential variation indicated.

the daily GNSS observations to isolate the anomalies. Subsequently, monthly
averages of these processed observations were taken to provide a clearer rep-
resentation of the potential variations before and after the earthquake. This
methodology ensures that the potential variations caused by the earthquake and
the subsequent postseismic processes are highlighted more effectively and allow a
more precise comparison of the potential changes derived from GNSS data with
GRACE observations, showcasing the consistent trends in mass redistribution
and vertical displacement using equation (2.22).

Mainland subsidence during the 2011 Tōhoku earthquake can be interpreted as
a local mass deficit from a geodetic perspective. This phenomenon occurs be-
cause the subsidence represents a downward movement of the land, reducing the
gravitational potential at the surface due to the redistribution of mass from the
crust and mantle. The simulated potential variations from GRACE and GNSS
indeed show a consistent temporal pattern in response to the Tōhoku earthquake
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(figure 3.15). The effective potential variation associated with the mainshock of
the 2011 Tōhoku earthquake is calculated as the difference between the simu-
lated clock-derived gravitational potential values for April and February 2011.
This approach is based on the fact that the earthquake occurred on March 11,
making February a suitable pre-event baseline. The computed potential varia-
tions reflect the coseismic effects, including rapid mass redistribution and vertical
displacement due to the earthquake.

The magnitude of these potential variations differs across sites, primarily in-
fluenced by their distances from the earthquake’s epicenter. Sites closer to the
epicenter experience larger variations due to the intense ground displacement and
mass anomaly induced by the rupture, while more distant sites observe smaller
changes. The spatial distribution of these variations can be understood from the
figures 3.14 and 3.15.

3.8.3 Earthquake Forecasting

To investigate the potential of earthquake prediction using clock observations,
the focus is on detecting precursor signals, such as those associated with Slow
Slip Events (SSEs) that typically occur along subduction zones before major
earthquakes. Utilizing ITS-GRACE 2018 daily gravity field solutions up to degree
40, the approach involves deriving daily potential variations by subtracting the
EIGEN-6C4 static field, as it was done for the monthly GRACE solutions.

Daily clock observations were synthesized by integrating potential variations from
daily GRACE and GNSS data using equation (2.22), see figure 3.16. While GNSS
failed to show any precursor signals, GRACE data revealed small changes in
mass distribution beginning approximately one month before the earthquake, in
the order of 10−19 as observed from the figure. These subtle changes align with
the hypothesis that early mass redistribution could be linked to SSEs preceding
seismic events.

The GRACE solutions, constrained to degree 40, inherently limit spatial reso-
lution due to their long wavelength sensitivity. Using the relationship λ = 2πR

L
,

where R is Earth’s radius and L = 40, the spatial resolution is about 1000
km (roughly 10◦ on the surface). This constraint causes the derived potential
variations to be nearly uniform in a 10◦ region, impeding the ability to resolve
station-specific daily variations.

Geometric changes dominate potential changes when considering tectonic appli-
cations. The complementarity of GRACE and GNSS in capturing both mass
anomalies and vertical displacements provides a holistic view of the co-seismic
and post-seismic evolution, demonstrating the potential for clocks to enhance
our understanding of these processes through high-precision potential measure-
ments. Hence, future high-performance atomic clocks with fractional frequency
uncertainties of the order of 10−19 offer a promising potential for forecasting geo-
physical phenomena such as earthquakes or volcanic eruptions.
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Figure 3.16: Daily potential variations separately derived from GRACE and GNSS in
Japan at the sites J550, J042, J919 and J206 01.01.2011 till 30.03.2011.

Chapter Summary

In the future, clock observations will provide a powerful means of detecting poten-
tial variations resulting from mass changes and vertical deformations at specific
sites. Five case studies have demonstrated the capability of terrestrial clock net-
works as a modern and complementary tool for capturing different time-variable
signals arising from mass redistribution processes. Effective potential variations in
the range of 0.1m2/s2 to 1m2/s2 can be reliably measured by high-performance
clocks with fractional frequency uncertainties of 10−18 (0.1m2/s2). Relativis-
tic geodesy enables point-specific potential measurements over short timescales
(hours to days) and provides an independent method of validating gravity varia-
tions observed via satellite geodesy techniques.

The simulations of time-variable signals included hydrologically driven annual
variations in the Himalayas and the Amazon, linear trends caused by present-
day ice mass loss in Greenland, post-glacial rebound effects in Fennoscandia and
seismic potential variations from the 2011 Tohoku earthquake in Japan. GRACE
and GNSS data formed the basis of these simulations, offering insight into distinct
geophysical processes. The reference clock for comparisons was assumed to be at
a combination of a ground-based and a space-based (known satellite orbit) clocks,
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with links providing uncertainties better than 10−18.

Looking ahead, advancements in atomic clock technology and optical links with
uncertainties better than 10−18 may revolutionize geodetic techniques, allowing
for innovative Earth system monitoring. This synergy between clock-based rela-
tivistic geodesy and existing geodetic methods positions clocks as indispensable
tools for understanding dynamic Earth processes.
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4 Application II - Realization of
Clock-based Global Height
System

4.1 Height System Unification to a Pre-defined
Datum

The unification of height systems across different continents in our simulation
uses the integration of classical levelling and gravimetric data with simulated
clock observations that capture gravity potential differences. For this study, we
focus on two regions: Europe and Brazil, each representing different vertical
reference systems tied to distinct datums. In Europe, the a priori system for
our simulation is the European Vertical Reference Network (EUVN2000), linked
to the NAP (Normaal Amsterdams Peil) datum, while in Brazil, the reference
is based on the Imbituba tide gauge, as part of the Brazilian vertical datum.
Clock observations are simulated as gravity potential differences, derived either
directly from potential values Cp or from normal heights HN = Cp

γ
, where γ is

the mean normal gravity along the plumb line (Jekeli, 2000). The study models
regional height systems (LHS) in both regions, introducing transformations and
error terms to achieve unification to their respective reference datums.

4.1.1 Tidal Corrections and Impact on Clock Observations

The tidal effects ∆Ci(t) at a clock site are represented as variations in the geopo-
tential number C, calculated on an hourly basis. Daily averages of the tidal
effects are computed from the modelled hourly solutions to align with the typical
averaging period of clock observations.

To account for potential model inaccuracies, the tidal potential variations were es-
timated using alternative tidal potential catalogue and ocean tide models, such as
Tamura87 (Tamura et al., 1991) and FES2004 (Lyard et al., 2006). The resulting
model differences (δTEi) were treated as additional uncertainties and combined
with the modelled tidal potential values,

TEi = ∆Ci(t) + δTEi (4.1)

where TEi represents the total tidal effect at a given site, including model errors.

The tidal potential variations depend on geographic latitude and exhibit signif-
icant hourly changes. The variations for SET, OTL, and POL combined are
typically within [−4, 4] m2/s2 on an hourly basis, reducing to [−0.4, 0.4] m2/s2
when averaged daily. Similarly, model errors (δTEi) reduce from ≈ 0.1 m2/s2
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4 Application II - Realization of Clock-based Global Height System

Figure 4.1: Hourly and daily potential variations due to solid earth tide (SET), ocean
load tide (OTL) and pole tide (POL) with corresponding model error (δTE)
at NAP, datum point of the European system (left) and the Imbituba, the
datum point of Brazilian system (right).

(hourly) to ≈ 0.02 m2/s2 (daily averages). Hence, this difference allows for an
efficient handling of tidal effects based on the clock observation averaging time.
Hourly averaged observations require precise corrections, while daily or higher
averages benefit from the natural cancellation of tidal effects below the clock un-
certainty of 10−18. This approach ensures that clock observations are as free as
possible from tidal effects, matching the precision requirements of 10−18 clocks.
Tidal potential variations generated at the datum point of the European system
(NAP) and Brazilian system (Imbituba) are shown in figure 4.1.

For short-baseline clock comparisons, tidal effects tend to cancel out due to the
similar effects at the two locations. However, for long baselines, where the tidal
effects vary significantly between the sites, precise corrections are essential to
achieve the desired accuracy. By addressing tidal effects comprehensively, we
enable high-precision geodetic applications such as height system unification.

4.1.2 Case A: European Height System - Relate to NAP

Data Preparation

The European Vertical Reference Network (EUVN), used as the a priori unified
system, consists of 202 levelling points distributed across Europe. The EUVN
system is based on the European Vertical Reference Frame (EVRF), which pro-
vides high-accuracy normal heights referenced to the NAP datum (Ihde et al.,
2000). This network ensures the integration of the European height systems with
consistent and precise normal height definitions, enabling robust geodetic appli-
cations across the continent. To facilitate the simulation process, these levelling
points are divided into four local height systems (LHS): G1, G2, G3, and G4 (fig-
ure 4.2). This classification is based on administrative boundaries and proximity
to prominent tide gauges at Marseille, Newlyn, NAP, and Genova.
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4.1 Height System Unification to a Pre-defined Datum

Figure 4.2: Classified EUVN height system. The generated 4 LHSs G1, G2, G3, and
G4 are indicated in different colours. The tide gauge locations for each LHS
are indicated by a black circle.

Simulation of Local Height Observation

The local height systems are created by introducing assumed errors like offsets
and tilts into the a priori normal heights from the EUVN system, expressed in
terms of geopotential numbers (Cp). To account for more realistic and complex
scenarios, an extended measurement model was developed, incorporating five
error parameters (aL, bL, OTL, tL,mL) for each LHS, illustrated in figure 4.3 (left).
These parameters represent offsets, tilts, systematic distortions, and elevation-
dependent effects, making the model suitable for evaluating diverse error sources
in each local system. The local geopotential number at a point, CL

i based on
equation (2.27), is expressed as the sum of the unified geopotential number CU

i

and the contributions from systematic tilts, elevation effects, offsets, and random
noise as

CL
i = CU

i + (aL∆Xi + bL∆Yi + tL∆Si) · g +mLCU
i /E +OTL +RN. (4.2)

The systematic tilts aL, bL and tL are associated with latitude (∆Xi), longitude
(∆Yi) distances and distance from the tide gauge (∆Si) in terms of cm/degrees
respectively. The elevation-dependent tilt mL is scaled by the unified height po-
tential CU

i and normalized with a constant E = 500 m. If no points in an LHS
exceed 500 m in elevation, the mL contribution is neglected. Random noise (RN)
is modelled as Gaussian noise with a standard deviation of 0.1 m2/s2 (approxi-
mately 1 cm height). Hence, a total of 18 unknowns (table 4.1) are defined here.
The datum of G3, linked to NAP, is fixed with OT 3 = 0, and m2 = 0 for G2 as
it lacks high-elevation points (> 500 m).
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4 Application II - Realization of Clock-based Global Height System

Table 4.1: Assumed true errors in the four LHSs of the European system before unifi-
cation

Error parameter G1 G2 G3 G4
aL (cm/degree) 3 −2 1.5 −3
bL (cm/degree) 2 3 −1.5 −2
tL (cm/degree) −2 3.5 3 −3
mL (cm) 1.5 0 2 1.5
OTL/g (cm) −18 25 0 8

Simulation of Clock Observations

As outlined in equation (2.28)

∆Wij = −(CU
i − CU

j )− (TEi − TEj) + PDij + CEi + CEj, (4.3)

clock observations ∆W are affected by uncertainties originating from three main
sources: the intrinsic uncertainties of the clocks (CE), tidal effects (TE), and
those arising from the process of clock comparison (PD).

The clock sites are strategically placed within each LHS, and clock observations
are simulated by assuming that all clocks are interconnected, providing a dense
network of observations. For any two clocks, only one observation is simulated,
meaning there are no repeated observations. If a total of n clocks are inter-
connected, the number of observations is given by

(
n
2

)
, representing the total

number of clock pair combinations. We assumed 5 clocks per local height sys-
tem (LHS), totaling 20 clocks across 4 LHS. These are interconnected via fiber
links with 10−19 uncertainty, yielding 190 clock comparisons (20C2) across the
network. This setup ensures sufficient redundancy and sensitivity to estimate all
error parameters accurately.

Clock-based Adjustment

The European height unification process was carried out by simulating clock-
based adjustments. Multiple reunification scenarios were studied, each incorpo-
rating different combinations of error parameters to explore the impact of various
effects on the unification accuracy.

The unification accuracy was assessed in terms of two measures, adjusted error
and assumed "true" error. The adjusted error is defined as the difference between
the reunified heights and the a priori heights from the EUVN2000 system. This
measure quantifies how closely the adjustment aligns with the reference system.
The assumed true error, on the other hand, is the difference between the simulated
local heights (including offsets and tilts) and the a priori heights. Comparing
these metrics allows for evaluating the effectiveness of the clock-based adjustment
process in determining the introduced errors.

The primary objective of the simulations was to identify the optimal clock config-
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4.1 Height System Unification to a Pre-defined Datum

Figure 4.3: True error before unification (left) and the residual errors after unification
(right) obtained with the extended model. Different symbols in the right
image represent the clock sites in each LHS. The error reduced to ≈ ± 1 cm
after the clock-based unification.

Table 4.2: RMS error of each LHS after unification

LHS G1 G2 G3 G4
RMS Error (cm) 1.46 1.37 1.09 1.33

uration—specifically, the number and spatial distribution of clocks—that yields
the best unification accuracy. Various configurations were tested, and the re-
sults demonstrated that achieving centimetre-level accuracy in height unification
is feasible with strategically distributed clock networks. The configuration pre-
sented here, which achieves an accuracy of ≈ 1 cm, utilized a carefully selected
network of clocks distributed across the LHSs (figure 4.3 (right)). These clocks
were positioned to maximize coverage and minimize the impact of the errors in
each LHS. The overall unification accuracy for each LHS is in the order of 1 cm
(table 4.2). The optimal clock network as demonstrated in figure 4.4, ensures
sufficient observational redundancy and reliable parameter estimation.

By leveraging the precision of optical clocks and their ability to detect gravity
potential differences, the simulations showcase the potential of clock-based ad-
justments to significantly enhance the accuracy of height system unification. The
study underlines the importance of optimizing clock placement and network de-
sign to achieve consistent and reliable results across large-scale geodetic networks.

Clock Network Configuration

The spatial distribution of the clocks is critical for accurately estimating the error
parameters in each LHS. Specifically, the estimation of systematic tilts (aL, bL)
and offsets (OTL) depends strongly on the strategic placement of the clocks in
each LHS.

67



4 Application II - Realization of Clock-based Global Height System

- Tilt Estimation (aL, bL):

To estimate the tilt values accurately, clocks need to be placed at loca-
tions where the tilt effects are at their maximum and minimum. Since tilts
(aL∆X and bL∆Y ) are direction-dependent, their extreme values typically
occur at the most northerly, southerly, easterly and westerly points of the
LHS. Thus, placing clocks at these most extreme points ensures the best
sensitivity to tilt variations.

- Offset Estimation (OTL):

Offsets are best estimated at locations where the tilt effect is minimal,
ensuring the clock observations are unaffected by systematic gradients.

- Site-Specific Parameters (tL,mL):

A clock near the tide gauge site is essential for accurately estimating the tide
gauge-related parameter tL. Similarly, placing a clock at or near the highest
elevation point in the LHS, where the elevation-dependent parameter mL

reaches its maximum, allows for precise estimation of mL.

Figure 4.4: Spatial distribution of 5 clocks associated with as used in each LHS – G1,
G2, G3 and G4. The preferred clock positions are at the most northerly,
southerly, easterly and westerly points, reference tide gauge (TG), maximum
elevated point (E) and LHS centre.

For the unification process, a network of five clocks with 10−18-level accuracy was
assumed for each LHS (figure 4.4). The clocks were distributed as follows:

1. At the most extreme points and central point of the LHS to capture maximum
and minimum tilt effects.

2. One clock positioned randomly near the highest elevation point to improve
the estimation of mL.

Testing and Selection of Optimal Configuration: Before finalizing the above con-
figuration, extensive tests were conducted with different numbers and spatial
arrangements of the clocks. The best configuration, shown in figure 4.4, was
selected based on its ability to minimize the standard deviations of all error
parameters from the covariance matrix after unification using different network
configurations (figure 4.5 (left)). The corresponding values associated with a
random distribution are also provided (figure 4.5 (right)) for comparison. This
spatial arrangement ensures that the unification process achieves high accuracy
with minimal uncertainty. The least values obtained with the optimal configura-
tion:
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4.1 Height System Unification to a Pre-defined Datum

Figure 4.5: Estimated error parameters in an extended model with a total of 18 un-
knowns with their standard deviations for optimal (left) and random (right)
distribution. The assumed true error values are provided for reference. The
units are different for tilts (cm/degree) and offsets (cm).

- OTL,mL1: SD of ≈ 5 cm for OTL/g and for mL, ≈ 1 cm.

- Tilts (aL, bL, tL): SD values below ≈ 1 cm/degree.

The correlation matrix is computed for the optimal setup to understand the
relatively large standard deviation of OTL (Figure 4.6). It is observed that OTL

shows medium correlation (≈ 0.5) with other offsets and similar correlation with
all error parameters of G3 (unifying datum, OTL3 = 0), the only parameter that
is correlated with other error parameters between the LHS. Within an LHS, OTL

is moderately correlated with bL and tL. The other correlation within the LHS is
between tilts.

Transportable Clocks for Unification: The proposed approach does not require
fixed laboratory clocks, making it practical and flexible. Campaigns with trans-
portable optical clocks can achieve the same results, enabling the deployment
of high-precision clocks to strategic locations that are linked as needed for the
unification process. This adaptability significantly reduces logistical constraints,
facilitating clock-based unification even in regions with limited infrastructure.

This carefully designed clock configuration, combined with the extended model,
provides a robust framework for height system unification with centimetre-level
accuracy. It highlights the importance of strategic planning in clock placement
and the role of advanced transportable clock technology in modern geodesy.

1The unit of OTL is m2/s2 whereas OTL/g is cm.
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4 Application II - Realization of Clock-based Global Height System

Figure 4.6: Correlation matrix of estimated error parameters for the optimal setup. The
correlation between different LHS is highlighted in green and yellow. Other
major correlation within one LHS is provided in blue and red font.

Clocks with Different Frequency Uncertainties

To explore the robustness of clock-based height unification under varying condi-
tions, an alternative scenario is considered where the LHSs are equipped with a
mix of clocks with different accuracies. Here, specifically, each LHS contains two
high-performance clocks with uncertainties of 10−18 and two less accurate clocks
with uncertainties of 10−17. This scenario reflects a more practical situation where
not all regions have access to the most advanced clock technology.

The height observation equation (2.27) is applied in this scenario, incorporating
three error terms in each LHS (aL, bL, OTL). Other tilt terms (tL,mL) are set to
zero for simplicity, as they are assumed negligible in this scenario.

Table 4.3: RMS error of each LHS after unification

LHS G1 G2 G3 G4
RMS Error I (cm) 1.38 2.10 1.09 1.95
RMS Error II (cm) 2.13 3.05 4.07 3.13

The unification process is carried out using a weighted least-squares approach.
The weights are assigned based on the clock uncertainties (10−18 or 10−17), where
the observations from more accurate clocks contribute more significantly to the
solution. A network of four clocks in each LHS is assumed, with all clocks inter-
connected. The accuracy of the estimated error parameters (aL, bL, OTL) strongly
depends on the spatial distribution of the clocks, particularly the placement of
the more accurate (10−18) clocks. Offsets are estimated most accurately when
the 10−18 clocks are placed at the lower left corner (LLC) and upper right corner
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4.1 Height System Unification to a Pre-defined Datum

Figure 4.7: "True" error before unification (left) and residual error after unification
(right) when clocks with different frequency uncertainties are used in each
LHS with more accurate clocks (10−18) placed at LLC (Lower Left Corner)
and URC (Upper Right Corner). Different symbols in the right image rep-
resent the clock sites in each LHS. The error reduced to ≈ ± 1 cm after
clock-based unification.

(URC) of each LHS. These locations minimize the impact of systematic tilts on
the offset estimation, providing a clear signal for OTL. Tilts are estimated effec-
tively when the 10−18 clocks are positioned to maximize sensitivity to directional
changes in the systematic slopes.

The "true" errors before unification and the adjusted errors after unification are
shown in figure 4.7. Despite the presence of less accurate clocks (10−17) in the
network, the unification process achieves a high level of accuracy, with adjusted
errors reduced to approximately 1 cm. This result demonstrates the feasibility
of achieving high-accurate height unification even in scenarios with mixed clock
uncertainties.

4.1.3 Case B: Brazilian Height System - Related to
Imbituba

Data Preparation

The Brazilian levelling dataset, comprising 71,196 geopotential numbers, was re-
ceived from the SIRGAS (Geocentric Reference System for the Americas) working
group. This comprehensive dataset serves as the basis for simulating the unifi-
cation process in Brazil. To ensure computational efficiency while maintaining
representative coverage, the dataset was refined by defining grid sizes within each
region, reducing it to 1,164 geopotential numbers. These points were subsequently
classified into 10 LHS: H1 through H10, based on their proximity to selected tide
gauge stations (figure 4.8).

Tide gauge data from the Permanent Service for Mean Sea Level (PSMSL)
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4 Application II - Realization of Clock-based Global Height System

Figure 4.8: Classified Brazilian height system. The 10 generated LHSs: H1, H2, H3,
H4, H5, H6, H7, H8, H9 and H10 are indicated in different colours. The
tide-gauge locations for each LHS are indicated by black circles.

(PSMSL, 2023) were used to identify and group the levelling points. PSMSL
provides a global database of tide gauge records essential for defining height sys-
tem datums and analyzing sea-level variations. For this study, the tide gauge
at Imbituba serves as the unifying datum for the reference system (H10), with
its offset (OT 10 = 0) fixed to zero. However, the reference system still includes
tilt parameters (a10 and b10) to account for possible regional inclinations. The
remaining local height systems are created by introducing assumed offsets and
tilts (aL and bL) into the geopotential numbers, simulating regional distortions
relative to the unifying datum (table 4.4, figure 4.9).

Figure 4.9: Simulated "true" errors before unification for the various classified local
heights.

72



4.1 Height System Unification to a Pre-defined Datum

Table 4.4: Assumed true errors in the 10 LHSs of the Brazilian system before unification

Error
parameters

H1 H2 H3 H4 H5 H6 H7 H8 H9 H10

aL (cm/degree) 2 1.5 −2 1.5 3 2.5 2 2 3.5 3
bL (cm/degree) 3 2 2 −1.5 2.5 −3 1.5 2.5 2 3
OTL/g (cm) −34 6 22 −28 30 26 15 −10 35 0

A network of four clocks is strategically distributed at the most extreme points of
each LHS to simulate the clock observations. Reduced links between the clocks are
considered to ensure observational redundancy for precise parameter estimation.
The simulated clock observations include corrections for tidal effects as described
in section 4.1.1. For this region, the height observation equation is applied using
three error parameters (aL, bL, and OTL) in each LHS, resulting in 29 unknown
transformation parameters. This framework provides a robust methodology to
assess the unification process under varying error scenarios while leveraging a
minimal but strategically positioned clock network.

Modified Clock Links

In contrast to the configuration discussed in Wu et al. (2018) and section 4.1.2,
where all clocks are fully linked, we propose a reduced-link configuration that
significantly minimizes the number of links while maintaining high unification
accuracy. This configuration utilizes one master clock in each LHS, strategically
placed at the lower-left corner (LLC) of the LHS, and linked to the master clocks
in all other LHSs. Meanwhile, the remaining local clocks in each LHS are only
linked to each other internally. This approach drastically reduces the number of
links required, ensuring efficiency without a substantial compromise in unification
precision (figure 4.10).

Specifically, in this reduced-link configuration, with four clocks in each of the ten
LHSs, the internal links in each LHS amount to 60 local connections (10·

(
4
2

)
). Ad-

ditionally, there are 45 master links (
(
10
2

)
) that connect the master clocks between

the LHSs, leading to a total of 105 clock observations. The local connections are
assumed to use optical fiber links, ensuring high precision in each LHS, while the
inter-LHS connections between master clocks are assumed to use free-space links,
allowing for flexible and efficient long-distance connectivity.

This configuration represents a significant departure from the EUVN clock net-
work discussed earlier, where all clocks were linked, resulting in a much larger
number of observations. By reducing the connections such that only master
clocks are linked between LHSs, the total number of clock observations is mini-
mized while maintaining the robustness of the unification process. This strategy
not only reduces the logistical complexity of setting up such a network but also
optimizes resource allocation by leveraging free-space links for the master clocks
and high-precision optical fiber links for the local clocks in LHSs. The reduced-
link configuration demonstrates an effective balance between network efficiency
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4 Application II - Realization of Clock-based Global Height System

Figure 4.10: Configuration of clock distribution with master clocks (M) and local clocks
(L) in each LHS. Local clock connections were assumed with fibre links in
the LHS. Master clocks of each LHS can be connected via either optical
fibre (black) or free-space links (green).

and unification accuracy, making it a practical approach for real-world implemen-
tations.

Clock-based Adjustment

The formulation of link uncertainty during clock comparisons, as detailed in sec-
tion 2.3.5, plays a crucial role in the unification process, particularly when de-
termining the accuracy of the clock network configuration. In our simulations,
the connections between local clocks in each LHS are assumed to utilize high-
precision optical fiber links. These fiber links offer an uncertainty in the order
of 10−19, ensuring that the dominant source of uncertainty in local connections
arises from the inherent clock errors rather than the propagation delay. This
assumption provides a robust foundation for minimizing errors in the LHS.

On the other hand, the master links, which connect the master clocks between
the different LHSs, are assumed to use free-space links. These links are modelled
with a higher uncertainty of 10−18, reflecting the bigger challenges associated with
long-distance free-space clock comparisons, including atmospheric variations and
signal attenuation. Despite the relatively higher uncertainty, the reduced-link
configuration (as described in section 4.1.3) illustrated that the impact of these
master link uncertainties is minimized, as they are strategically used in inter-LHS
comparisons only.
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4.1 Height System Unification to a Pre-defined Datum

(a)

(b)

Figure 4.11: Link uncertainty and adjusted error (after unification) with different cases
of free-space and fibre links for master and local clock connections. In all
cases, local connections are assumed with precise optical fibre links (10−19).
All master links are assumed as 10−18 free-space links (a) and 10−17 free-
space links (b).

Table 4.5: RMS error of each LHS after unification

LHS H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
RMS Error -
10−18 (cm)

1.08 1.23 1.03 1.43 1.37 1.42 1.13 1.29 1.19 2.43

RMS Error -
10−17 (cm)

18.0 17.1 13.0 12.3 9.83 7.82 6.56 4.88 2.95 1.39

The effectiveness of this approach is demonstrated in figure 4.11, which shows the
results of the reunification under varying levels of link uncertainties for the master
links. The simulations reveal that a reunification accuracy of approximately 1
cm can still be achieved when 10−18 free-space links are combined with 10−19

optical fiber links in the specified link configuration. The overall accuracy in
each LHS is provided in table 4.5 for the two cases. This level of accuracy
underscores the robustness of the proposed clock network design, which leverages
the strengths of optical fiber links for local precision and free-space links for inter-
LHS connection. By carefully managing the uncertainties associated with each
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4 Application II - Realization of Clock-based Global Height System

type of link, the network achieves a balance between accuracy, feasibility, and
operational efficiency, making it suitable for real-world height system unification
scenarios.

Robust Parameter Estimation Approach

In practical applications of clock-based height system unification, the possibility
of outliers in clock observations cannot be overlooked. Outliers, which can arise
due to errors in clock performance, propagation delays, or measurement inaccura-
cies, can significantly affect the accuracy of the reunification. This issue becomes
particularly critical in configurations with a reduced number of clock links, such
as the proposed 105-link network for Brazil. With fewer reliable observations,
the impact of even a small number of outliers is amplified. The impact of dif-
ferent outlier distributions on the results can be assessed by varying the number
and placement of the outliers. To test the robustness of the unification process
under such conditions, outliers are deliberately introduced into the clock observa-
tions. These outliers are modelled with errors in the order of 50m2/s2, equivalent
to approximately 5 m in height, ensuring the simulation reflects realistic error
magnitudes.

(a) (b)

(c) (d)

Figure 4.12: Adjusted error after reunification with outliers distributed among all links
(a), with zero weight assignment to outliers (b), when Huber’s RPE method
was applied (c) and when Huber’s RPE was applied with outliers intro-
duced only to master links (d).
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4.1 Height System Unification to a Pre-defined Datum

During the unification process, two approaches are investigated to handle outliers.
First, outliers can be completely removed from the dataset by assigning them a
weight of zero in the adjustment. In the first iteration, standardized residuals (vi)
are computed, and a cutoff value k (Huber tuning constant) is applied to classify
outliers such that if |vi| > k, the weight is set to zero, while inliers retain a weight
of one. The second iteration involves re-running the least-squares adjustment with
these modified weights, effectively excluding outliers from affecting the solution.
A unification accuracy of < 2.4 cm for all LHSs can be achieved with this method
(figure 4.12(b)). This approach eliminates the influence of unreliable observations
but reduces the total number of observations. Alternatively, a robust estimation
method, such as Huber’s iteratively reweighting algorithm (Huber, 2011), can
be applied (section 2.3.6). This method down-weights the effect of the outliers
rather than eliminating them entirely, allowing the remaining portion of the data
to contribute to the adjustment. Huber’s method is particularly advantageous in
cases where it is challenging to definitively classify an observation as an outlier.
This method combines the strengths of least-squares regression for small residuals
and down-weighting outliers for large residuals. With a tuning constant k =
1.345 · σ (where σ = 0.1), weights (p) were calculated based on the standardised
residuals (v): for v ≤ k, the weight was set to 1, and for v > k, the weight was
set to k/v. This weighting scheme allows the estimator to achieve 95 % efficiency
under Gaussian noise while mitigating the influence of outliers.

When outliers were introduced selectively, affecting only master links (which
connect local height systems), the unification accuracy was significantly better,
achieving values below 2 cm (figure 4.12(d)). This is because the local systems’
internal consistency was preserved, and the impact of master-link outliers was
efficiently reduced through the reweighting process. However, when outliers were
distributed evenly across both local and master links, the unification accuracy
decreased slightly to approximately 3.5 cm (figure 4.12(c)). This drop in per-
formance is attributed to the additional variability introduced by the outliers in
the local systems, which increased the overall noise in the adjustment process.
The even distribution of the outliers required robust estimation to compensate
for both inter- and intra-system inconsistencies, reducing the overall effectiveness
compared to the scenario with outliers limited to master links.

The efficacy of this outlier management strategy is evaluated by comparing the
unification accuracy before and after applying the detection and handling meth-
ods. Simulations demonstrate that the introduction of outliers, even when han-
dled effectively, can impact the standard deviation of the estimated parameters.
However, with a carefully designed network and robust outlier handling methods,
the unification process can still achieve good accuracy. These results highlight
the importance of combining network optimization with advanced statistical tech-
niques to ensure reliable height system unification in the presence of outliers.
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Time Correlation in Clock Observation

In the context of clock-based height unification, the impact of time correlations in
clock observations was analyzed. With a clock distribution of four clocks in each
local height system, the connections in the local systems were assumed to generate
correlated observations due to the presence of common clocks. Specifically, each
pair of clocks in an LHS is linked, resulting in six clock observations per LHS.
However, due to correlations between these local links, the effective number of
independent observations is reduced to three (figure 4.13).

Figure 4.13: Demonstration of correlated and independent clock observations within a
local height system. Here, observation labelled 1 is correlated with all other
observations except 6 with the common clock at LRC (Lower Right Cor-
ner) and URC (Upper Right Corner). Similarly, the other non-correlated
observations are between 3 - 4 and 2 - 5.

Figure 4.14: Adjusted errors after reunification with correlation coefficients 0.5 (left)
and 0.8 (right). Here, CE (Clock Error) is supplied as a random normal
distribution of constant variance 0.1 m2/s2.

The reduction in the number of independent observations emphasizes the impor-
tance of accounting for correlation structures (equation (2.33)) in the adjustment
procedure. Time correlations affect the covariance matrix of the observations
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and, subsequently, the estimation of the transformation parameters such as off-
sets (OTL) and tilts (aL and bL) in the LHSs. Simulations indicate that even with
correlated observations, the network of four clocks per LHS provides sufficient re-
dundancy for achieving a fair unification accuracy, particularly when the spatial
distribution of the clocks is optimized as discussed earlier. The results highlight
how correlations of the clock observations affect the unification accuracy.

In the case where observations are assumed independent (no correlation), the
least-squares adjustment achieves an accuracy of ≈ 1 cm in each LHS. This is
because each observation provides unique, independent information, maximizing
the effectiveness of the adjustment process. However, when a moderate correla-
tion (ρ = 0.5) is introduced between some observations, the accuracy significantly
reduces to ≈ 2.5 cm for some LHSs (figure 4.14 (left)). This reduction occurs be-
cause correlated observations contain redundant information, effectively reducing
the total amount of independent data available for parameter estimation. With
strong correlation ρ = 0.8, the rms error further reduces to ≈ 4 cm (figure 4.14
(right)). Real-world applications must explicitly incorporate the correlation struc-
ture into the covariance matrix, using generalized least-squares or other advanced
techniques, to ensure robust unification results. Additionally, the spatial distri-
bution of the clocks should be optimized to minimize the effects of correlation,
ensuring high accuracy even in scenarios with significant interdependence between
the observations.

4.2 Height System Unification to A Global Geoid

The unification process initially focuses on separately aligning the European and
Brazilian height systems to their respective predefined datums. For Europe, the
NAP serves as the unifying datum, while Imbituba is chosen as the datum for
Brazil. These local systems are not directly aligned with the global geoid (G),
requiring an additional step to achieve global unification.

According to Sánchez (2015), the offset between the Imbituba datum and the
global geoid is known to be 39 cm with an accuracy of ±2 cm. This high-accuracy
offset value enables a straightforward approach for referencing all heights in the
European system to the global geoid. By first unifying the European system to
the Imbituba datum and subsequently incorporating the offset of Imbituba to the
global geoid, all height values can be consistently defined in relation to the global
geoid.

The unification of the two systems involves estimating the offset OT 1, which
represents the potential difference between NAP and Imbituba. A single clock
observation between the two local systems suffices for this purpose, as only one
transformation parameter, OT 1, needs to be determined. Although, for redun-
dancy reasons more observations are recommended. The relationship between
the clock observation, geopotential numbers, and OT 1 is given by

OT 1 = CL1
j − CL2

i −∆Wij,
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Figure 4.15: Unification to the global geoid using a single clock comparison ∆Wij be-
tween site i in Brazil (L2) and site j in Europe (L1).

where CL1
j and CL2

i are the geopotential numbers at the connecting clock sites
in Europe and Brazil, respectively, and ∆Wij is the observed gravity potential
difference between these clock sites. The relationship is illustrated in figure 4.15.

Once OT 1 is determined, the offset between NAP and the global geoid (OT 1
G)

can be calculated as:
OT 1

G = OT 1 +OT 2
G,

where OT 2
G is the known offset of Imbituba to the global geoid. This process

enables that all heights in the unified system are referenced to the global geoid,
achieving an accuracy of approximately 3 cm when clocks and links with uncer-
tainties of 10−18 are employed (?). This approach significantly improves upon the
current global geoid height accuracy of around 10 cm (Woodworth et al., 2012;
Ihde et al., 2017), providing a consistent and highly precise reference framework
for global geodetic applications.

Chapter Summary

The potential of chronometric levelling in unifying existing local height systems
to establish a global height system is evaluated in this simulation study. In order
to propose a more realistic unification approach, we have defined complex trans-
formation parameters between different LHS, considered clocks with different
frequency standards (uncertainties), and generated clock observations consider-
ing clock errors, tidal corrections, link uncertainties, and outliers. The number
of clocks and their spatial distribution are crucial in the estimation of various
possible errors. As tidal effects affecting terrestrial clock measurements can be
effectively modelled with uncertainties at the 10−19 level, they can be corrected
or neglected in the unification process. The clock network configuration with
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the categorization of clocks into master and local ones along with reduced link
performances is sufficient to deliver about 1 cm unification accuracy when 10−18

clocks are used. Fibre link uncertainties can be achieved at the order of 10−19,
thus clock noise dominates when averaging to 3 hourly or daily solutions. For
clock comparisons over very large distances on a global scale, free-space links are
required, which is challenging. Thus, the study of such comparisons, e.g., via
satellite relays in the context of relativity is the topic of future work. But if
all external factors such as residuals in the ionospheric models and tidal model,
velocity and position errors of the satellites, second-order Doppler shifts, etc. are
obtained in the range ≤ 10−18, then the space clock uncertainty may dominate
and has to be reduced. In the present scenario, it is approximately 5×10−17 with
the ACES mission, although an optimistic value of 10−18 is used in the study to
achieve a 1 cm unification accuracy.

Time correlation of clock errors significantly degrades the accuracy of clock-based
height unification. As correlation increases, the observations become less indepen-
dent, leading to information redundancy that degrades the adjustment accuracy,
from ≈ 1 cm with uncorrelated data to around 4 cm under high correlation.
To maintain good accuracy, it is essential to model correlations accurately using
an appropriate covariance structure and optimize the spatial distribution of the
clocks. The unification process of local height systems to the global geoid was
demonstrated by aligning the European and Brazilian height systems through a
single clock observation, achieving an accuracy of approximately 3 cm when 10−18

clocks and links are used.

This approach does not demand fixed lab clocks; campaigns with transportable
clocks can be conducted as only a single observation between two clocks is needed
at any chosen measurement epoch. As the vertical coordinate of the IHRS is
defined as the geopotential number, chronometric levelling has high relevance
as clock observations are the only tool that directly provides measurements of
gravity potential variations.
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5 Application III - Absolute Sea
Level Monitoring Networks

5.1 Study Area and Methodology

5.1.1 Study Area

For this study part, we focus on six tide-gauge locations along the European coast,
specifically Newlyn (UK), Andenes (Norway), Reykjavik (Iceland), Ibiza (Spain),
Genova (Italy), and Kalix (Sweden). These locations were chosen based on the
availability of nearby GNSS stations with sufficiently long time-series data to
support long-term analyses. The tide-gauge sites are geographically distributed
to capture a range of oceanic and geophysical conditions affecting sea level vari-
ations. Figure 5.1 illustrates the spatial distribution of the selected sites.

Figure 5.1: Tide-gauge locations considered in this study part: NEWL(Newlyn), AND1
(Andenes), REYK (Reykjavik), IBIZ (Ibiza), GENO (Genova), and, 0NYB
(Kalix).

The selected tide-gauge locations represent a variety of coastal environments,
offering insights into the spatial variability of Absolute Sea Level (ASL) changes.
Key characteristics of these sites are:

- Newlyn, UK: Situated in the northeast Atlantic Ocean, providing data affected
by North Atlantic dynamics.

- Andenes, Norway: Located in the Norwegian Sea, where polar tides and Arctic
effects are significant.

- Reykjavik, Iceland: Representative for North Atlantic subpolar conditions and
tectonic influences.
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- Ibiza, Spain: A Mediterranean site capturing semi-enclosed sea dynamics.

- Genova, Italy: Another Mediterranean location, reflecting different geophysical
and oceanographic conditions.

- Kalix, Sweden: Positioned in the Baltic Sea, affected by unique regional factors
such as isostatic rebound and restricted water exchange.

5.1.2 Methodology

The study uses observational and simulated datasets spanning the time period
2006–2016, based on the availability of relevant data for the selected sites. Monthly
RSL (Relative Sea Level) data in Revised Local Reference (RLR) format is ob-
tained from the Permanent Service for Mean Sea Level (PSMSL) (Holgate et al.,
2013; PSMSL, 2023). These data are corrected for local variations and represent
relative sea level changes measured by the tide gauges. To derive the RSL change
over the study period, the mean of the time series is subtracted from the monthly
RSL values, resulting in an anomaly time series that reflects temporal variability
of the sea level (figure 5.2)

Simulation of Clock Observations

Clock observations are simulated to estimate physical height changes due to the
combined effects of tidal and non-tidal effects, as defined in equation (2.39)

∆Hv = ∆Hv
tidal +∆Hv

non−tidal. (5.1)

The physical height variations include contributions from:

- Tidal Effects (∆Hv
tidal): These include solid Earth tides, ocean-loading tides,

pole tides, and other periodic tidal forces (section 5.2.1).

- Non-tidal Effects (∆Hv
non−tidal): These include vertical displacements and mass

anomalies caused by mass redistribution in the geosphere, hydrosphere, atmo-
sphere, and biosphere (section 5.2.2).

The simulated clock observations thus represent effective vertical displacements
(∆Hv), which are key to determining time-variable physical height changes at
the tide gauge locations.

Derivation of Absolute Sea Level Changes

Absolute sea level changes are computed by combining the simulated physical
height changes from clock observations with the RSL anomalies derived from the
PSMSL dataset (equation (2.38)). To ensure consistency and accuracy in the
ASL estimation, a stable reference clock related to the geoid (W0) is assumed as
described in section 3.2. The systematic uncertainty of the optical fiber link is
considered to be at the level of 10−19, as demonstrated in Lisdat et al. (2016),

84



5.1 Study Area and Methodology

Figure 5.2: RSL change with the trend over the study period (10 years) at the selected
clock sites.

while the space link accuracy is assumed to be at the 10−18 level (Shen et al.,
2023a). These accuracies are sufficient to achieve a accuracy of 1 cm in ASL
estimation.

By combining clock-based measurements with traditional tide-gauge data, this
approach provides a novel means of assessing ASL changes with high spatial and
temporal consistency at diverse locations. This methodology enables referenc-
ing land and sea level changes directly to the global geoid, thereby eliminating
inconsistencies arising from regional vertical datum variations.
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5.2 Land Motion from Clock Observation

The use of terrestrial clocks for measuring land motion provides a direct means of
capturing vertical displacements by referencing changes in the gravity potential.
Clocks are uniquely sensitive to geopotential variations, enabling the detection of
mass redistributions that result in both tidal and non-tidal vertical motions. The
physical height changes obtained from clock observations reflect the cumulative ef-
fects of various geophysical processes as described in section 2.2.1. These include
solid-earth tides, ocean-loading tides, pole tides, and atmospheric influences, as
well as non-tidal mass redistributions in the Earth’s system. This capability posi-
tions clocks as a complementary tool to GNSS systems, offering a highly accurate,
equipotential-based approach to monitoring land motion globally. The physical
height changes measured through clocks eliminate regional discrepancies caused
by variations in vertical datums, ensuring consistent observations across different
locations.

5.2.1 Simulation of Tidal Signals

The simulation of tidal signals is crucial for understanding the contribution of
tidal effects to land motion and associated potential variations. Potential vari-
ations caused by solid-earth tides, pole tides, and LOD (Length of Day) tides
are computed on a deformable Earth surface using the modified ETERNA34
(PREDICT program) Earth tide data processing package (Wenzel, 2022). This
package incorporates the HW95 (Hartmann and Wenzel, 1995) tidal potential
catalogue to derive high-resolution hourly tidal potential values. These hourly
values are subsequently averaged to produce monthly values, providing a com-
prehensive representation of the tidal behavior over the chosen study period.
Similarly, the potential variations arising from ocean tidal loading are simulated
using the SPOTL3.3.0.2 package (Agnew, 2012). This package leverages the Em-
pirical Ocean Tidal model (EOT11a) (Savcenko and Bosch, 2011) to compute
monthly averages of ocean-induced potential variations, capturing the influence
of oceanic mass redistribution on land motion.

Both ETERNA34 and SPOTL provide effective potential variations due to mass
changes and associated surface displacements. These variations are instrumental
in characterizing the impact of tidal effects at the study locations. The simulated
major tidal values at the selected clock sites are illustrated in figure 5.3, high-
lighting the spatial variability of tidal effects at high latitudes (AND1, 0NYB,
REYK) and low latitudes (GENO, IBIZ). Among the tidal contributions, LOD
tidal values, which are of the order of 0.001 m2/s2, can be safely neglected due
to their minimal impact. Similarly, atmospheric tidal values, which are orders
of magnitude smaller than the sensitivity threshold of 10−18 (equivalent to 0.1
m2/s2) for high-performance clocks, are also disregarded (Voigt et al., 2016).

The monthly averages of solid-earth tidal effects exhibit significant variability,
with amplitudes reaching approximately 10 cm at high-latitude sites. This un-
derscores the importance of including these effects in total land motion simula-
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Figure 5.3: Monthly averages of solid-earth tides (SET), ocean-load tides (OTL) and
pole tides (POL) with their linear trends at selected clock sites

tions. The three primary tidal contributions—solid-earth tides, pole tides, and
ocean tidal loading—are combined to generate the total tidal effects, as depicted
in the second subplots of figure 5.6. The observed negative long-term trend in the
tidal values is attributed to the 18.61-year lunar nodal cycle (figure 5.4), a well-
documented astronomical phenomenon. According to Rochlin and Morris (2017),
the Moon’s orbital declination was at its smallest from 2005 to 2015, leading to in-
creasing tidal amplitudes and corresponding negative potential variations on the
Earth’s surface (figure 5.5). This simulation provides a detailed understanding of
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Figure 5.4: llustration of the Earth’s rotation (axis A), its orbit around the Sun (plane
C), and the Moon’s orbital plane (B) inclined by 5.14° to the ecliptic. The
lunar declination angle relative to Earth’s equatorial plane (D) varies ap-
proximately 10° between 18.18° and 28.36° over an 18.6-year period (Rochlin
and Morris, 2017).

Figure 5.5: Time series showing tidal amplitude and lunar declination angle variations.
Data from the NOAA tide gauge at Battery, NYC (Station ID: 8518750)
fitted with a harmonic regression (red line, amplitude: 2.4 cm, mean: 69.1
cm, period: 18.6 years) (Rochlin and Morris, 2017).

how tidal forces affect land motion and potential variations over time, enhancing
the interpretation of clock-based observations.

5.2.2 Simulation of Non-tidal Signals

Non-tidal mass distributions play a significant role in causing vertical displace-
ments and associated potential variations, resulting from processes such as changes
in Terrestrial Water Storage (TWS), atmospheric pressure, ocean bottom pres-
sure, and solid earth dynamics like Glacial Isostatic Adjustment (GIA) (?). These
mass redistribution effects are essential to understanding the non-tidal contribu-
tions to land motion. The geoid height variations resulting from changes in TWS
are derived using monthly spherical harmonic coefficients from the GRACE mis-
sion (Kvas et al., 2019). This approach provides a comprehensive representation
of hydrological loading effects over the chosen study period. Similarly, atmo-
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Figure 5.6: Simulated clock observations (CLOCK in each lower panel) by com-
bining the potential variations due to non-tidal effects ( mass changes
in TWS (GRACE), atmosphere and ocean (AOD) and associated ver-
tical deformations (GNSS) in each upper panel) and tidal effects
(TIDAL=SET+OTL+POL in each middle panel) with their linear trends
(m2/s2yr) at the tide-gauge sites.

spheric and ocean mass variability effects are quantified using fully normalized
monthly spherical harmonic coefficients (GAC) from the Atmosphere and Ocean
De-aliasing (AOD1B RL06) product (Dobslaw et al., 2017), allowing for a detailed
evaluation of atmospheric pressure and ocean loading contributions.
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Surface deformations associated with these non-tidal mass distributions are an-
alyzed using GNSS time-series solutions provided by the Nevada Geodetic Lab-
oratory (NGL) (Blewitt et al., 2018). These deformations reflect the impact of
loading and unloading effects, where a loading event induces a downward verti-
cal displacement and unloading causes an upward displacement. By combining
the potential variations from mass changes (GRACE and AOD1B data) with the
vertical displacements observed in GNSS time-series, the effective gravitational
potential variations are calculated. This comprehensive approach ensures that
both geoid height variations and surface deformations are captured, as illustrated
in the first subplots of figure 5.6. The combined effects highlight the interplay
between these geophysical processes, contributing to non-tidal signals observed
at the study locations.

5.2.3 Monitoring Land Motion with Clock Observations

Simulated clock observations, incorporating both tidal and non-tidal potential
variations as outlined in equation (2.39), provide a holistic view of land motion
at the selected tide gauge locations. The third subplots of figure 5.6 depict these
combined effects, demonstrating the capability of 10−18 precision clocks to resolve
absolute land motion with an accuracy of 1 cm, corresponding to gravitational
potential variations of 0.1 m2/s2. This level of sensitivity enables near real-time
monitoring of vertical displacements. When considering monthly observations
over several years, as performed in this study, the trend accuracy improves sig-
nificantly, achieving an accuracy of less than 1 mm/yr. This enhanced temporal
resolution allows for a detailed assessment of long-term trends and the separation
of transient events from steady-state processes.

5.3 Geoid-based Absolute Sea Level Changes

As discussed in section 2.4.2, geoid-based ASL changes can be derived by inte-
grating clock observations with RSL data from tide gauges, see equation (2.38).
Clock-based measurements of height variations offer a globally consistent and
uniform reference for determining ASL changes, overcoming regional inconsis-
tencies inherent in traditional methods. The use of high-performance optical
atomic clocks with a fractional frequency uncertainty of 10−18 (McGrew et al.,
2018; Takamoto et al., 2022), combined with link accuracies at the same level,
facilitates the derivation of ASL changes with a remarkable accuracy of 1 cm.

To estimate ASL changes, the monthly variations of RSL are determined by
subtracting the mean value calculated over the selected time span. Clock ob-
servations, simulated as potential variations (m2/s2), are converted into physical
height variations (cm) by multiplying with the mean gravity acceleration g. These
height variations are then combined with the RSL changes to produce the ASL es-
timates. Figure 5.7 illustrates the estimated ASL changes alongside the long-term
trend, clock-derived physical height observations, and RSL variations. Notably,
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Figure 5.7: Estimated monthly ASL changes (ASL) by reducing the clock observations
(CLOCK) from RSL changes (RSL) at the tide gauge sites. The long-term
trends of ASL changes (cm/yr) are also given.

measurement noise in RSL data introduces uncertainties in the ASL estimation
process.

The impact of present-day land uplift on ASL estimation is significant. For
instance, the land uplift at Kalix (0NYB) manifests as a misleading sea level fall.
This underscores the importance of accounting for land motion when interpreting
sea level changes. As visible in figure 5.7, the monthly average of land motion
(CLOCK) contributes to the difference between the monthly averages of ASL
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change (ASL) and the RSL change (RSL) at the clock sites. The linear trend
analysis across the tide gauge locations for the specified time period reveals an
overall increase in ASL, confirming the current scenario of global sea level rise.

Seasonal or inter-annual variations in ASL may arise from steric changes due to
variations in ocean heat content and barystatic changes caused by the exchange of
water mass between land and ocean (Hamlington et al., 2020). Clocks inherently
reflect the total effect of both mass redistributions and steric changes, which en-
ables capturing the complete sea level changes similar to satellite altimetry. While
these effects were not explicitly modelled in this study, their integration in future
analyses could enhance the precision of ASL estimates and provide deeper insights
into the mechanisms driving sea level variability. This approach underscores the
potential of combining advanced clock observations with traditional tide gauge
measurements to achieve accurate, consistent, and comprehensive ASL monitor-
ing.

Chapter Summary

Traditionally, land-based Absolute Sea Level (ASL) measurements have been es-
timated relative to GNSS benchmarks or local tidal datums, which provide ASL
changes with respect to a reference ellipsoid. While effective, these methods re-
quire additional calculations to achieve a globally consistent geoid-based measure
of ASL. High-performance atomic clocks, with fractional frequency uncertainties
as low as 10−18, offer an interesting alternative. When deployed at tide-gauge
locations with corresponding link uncertainty, these clocks can measure physical
height changes with unprecedented accuracy, enabling the direct determination
of geoid-based ASL changes. This approach overcomes the limitations of tradi-
tional methods, providing a uniform and globally consistent framework for ASL
monitoring.

In this study, we estimated ASL changes at selected tide-gauge locations along
the European coasts. Long-term trends derived for the time span 2008–2016
reveal notable geoid-based ASL changes. Among the analyzed sites, Andenes
(AND1) exhibited the highest trend value of 0.71 ± 0.49 cm/year. Most sites
showed increasing ASL trends, except for Ibiza (IBIZ) and Newlyn (NEWL),
highlighting the necessity of site-specific analyses. Sites such as Kalix (0NYB),
Andenes (AND1), and Reykjavik (REYK) are affected by substantial land uplift,
which must be accurately modelled and accounted for to ensure reliable ASL
estimates.

Tidal effects were found to be a critical factor, with monthly averages reaching
amplitudes as high as 10–20 cm. This underscores the importance of integrating
tidal corrections into ASL measurements. Furthermore, the observed 18.61-year
lunar nodal cycle, which significantly affects tidal ranges, highlights the need for
long-term observations to distinguish transient effects from underlying trends.

The realization of clock-based networks offers a novel method for ASL monitoring.
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By leveraging the unique ability of atomic clocks to measure total gravity poten-
tial variations, this approach provides a comprehensive measure that inherently
accounts for both mass redistribution and steric effects. This capability elimi-
nates the need for complex corrections, offering a direct and globally consistent
method for monitoring vertical land movements and ASL changes.

Our findings demonstrate the added value of deploying clock-based networks at
tide gauge locations to address challenges associated with traditional sea level
monitoring methods. As the accuracy and accessibility of atomic clocks con-
tinue to improve, their integration into geophysical and oceanographic studies
promises to enhance our understanding of ASL dynamics, support global climate
monitoring, and inform mitigation strategies for sea level rise.
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6 Conclusions and Future
Research

6.1 Conclusions

In this thesis, the potential of high-performance optical atomic clocks in geodesy
has been investigated, focusing on three primary applications: monitoring time-
variable gravity signals, realizing a global height reference system, and monitoring
absolute sea level changes. By leveraging the achievable high accuracy of these
clocks, some of the most pressing challenges in understanding and quantifying
Earth’s dynamic processes have been addressed.

The integration of clock networks into geodesy offers a novel approach to di-
rectly measure gravity potential changes, bypassing the limitations of conven-
tional methods. The immense potential of high-precision clocks in capturing and
interpreting a diverse array of geophysical signals is underscored in chapter 3.
Through the detailed analysis of five case studies, the capability of clock-based
observations to detect effective potential variations caused by mass redistribu-
tion and vertical deformations across different temporal and spatial scales has
been demonstrated. In time series analysis with terrestrial clocks, the tempo-
ral variations in Earth’s rotation can be ignored. The proposed constellation—a
space-based clock coupled with ground-based regional clocks—proves effective
for minimizing stability issues of the reference clock and reducing the required
number of space links.

Seasonal hydrological processes in the Himalayan region induce effective potential
variations within [−0.2, 0.2] m2/s2, detectable by clocks with relative uncertain-
ties at the 10−18 level. This capability opens pathways for detailed studies of
monsoon dynamics and water resource management, offering a unified approach
to integrating atmospheric and geodetic data. The Amazon exhibits more pro-
nounced temporal water storage variations ([−0.5, 0.5] m2/s2) due to its dominant
hydrological cycle. Clock observations can capture the contrasting seasonal pat-
terns across the basin, driven by the migration of the intertropical convergence
zone. This emphasizes the clocks’ ability to monitor extreme hydrological phe-
nomena in one of the Earth’s most dynamic regions. Simulated linear potential
variations reveal ice mass loss-induced changes of up to 1 m2/s2 between 2004
and 2015. This highlights the efficacy of clocks in detecting regional differences
in ice melting, complementing satellite gravimetry and other geodetic methods.
In Fennoscandia, clocks can capture vertical land uplift trends near the uplift
centre, with potential variations of 0.11 m2/s2 per year. The vertical uplift at
the clock sites dominates the effective potential variations, and the mass change
has only a minor effect. Therefore, clock networks may not provide more infor-
mation than GNSS in Fennoscandia. The 2011 Tōhoku earthquake’s co-seismic
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potential variations were captured, with GRACE detecting mass redistribution
signals and GNSS providing geometric displacement data. Clock observations
can offer insights into pre- and post-seismic phenomena. Geometric changes are
the main factor in those tectonic process. Therefore, future high-performance
atomic clocks with fractional frequency uncertainties around 10−19 hold promise
for predicting geophysical events like earthquakes or volcanic eruptions. These
case studies illustrate the versatility of clock networks in studying geophysical
processes, from hydrology and ice mass loss to tectonic events. The spatial and
temporal accuracy offered by clocks can enhance our understanding of the Earth’s
dynamic systems, by enabling the detection of subtle, localized changes to which
other techniques may not be sensitive.

The realization of the international height reference system represents another rel-
evant application of clock networks. By unifying local height systems into a global
reference frame based on the geoid, this study has demonstrated the potential of
clocks to overcome errors inherent in classical levelling methods and enhance
spatial and temporal resolution compared to satellite-based approaches. Such a
unified framework supports consistent elevation data critical for geophysical stud-
ies and practical applications like infrastructure planning and flood management.
By integrating clock-based observations with classical levelling and gravimetric
data, we have shown that the unification of regional height systems can achieve
centimetre-level accuracy, significantly surpassing current methods.

For Europe, based on the EUVN2000 system linked to the Normaal Amsterdams
Peil datum, and Brazil, tied to the Imbituba datum, the simulations illustrate
the effectiveness of clock observations in correcting offsets, tilts, and site-specific
errors. Tidal effects on terrestrial clocks, modelled with 10−19 uncertainty, can be
corrected in the unification process considering daily averaged clock observations.
Strategic placement of the clocks, particularly at the most extreme points of the
local height systems, reference tide gauges, and high-elevation points, proved crit-
ical for accurately estimating the related error parameters. With an optimal clock
network operating at 10−18-level accuracy, unification errors are reduced to ≈ 1
cm for both regions, highlighting the effectiveness of clock-based approaches. A
reduced-link configuration, where only the master clocks in local height systems
are interconnected, was shown to maintain high accuracy while minimizing ob-
servational redundancy and logistical complexity. This configuration showcases
the strengths of optical fibre and free-space links, achieving a practical balance
between accuracy and feasibility for large-scale implementations.

Advanced statistical techniques, such as Huber’s reweighting algorithm, ensure
resilience against outliers, maintaining a unification accuracy below 2.4 cm in
the presence of data inconsistencies. The simulations emphasized the importance
of robust estimation methods in handling uncertainties, particularly in master
links connecting local systems. Time correlations of clock observations introduce
challenges to parameter estimation and unification accuracy (≈ 4 cm at high
correlation levels) by reducing the effective number of independent measurements.
To ensure robust results, time-correlated clock observations must be properly
modeled using an appropriate covariance structure, and the spatial distribution
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of the clocks should be optimized to minimize correlation effects. The alignment
of the European and Brazilian systems to a global geoid reference demonstrated
the feasibility of establishing a unified height system at the global scale. By
using the known offset between the Imbituba datum and the global geoid, all
heights can consistently be referenced to the global geoid with an accuracy of
approximately 3 cm.

Finally, the research has explored the feasibility of clock-based monitoring of abso-
lute sea level (ASL) changes, offering a geoid-referenced approach that overcomes
the inconsistencies of current relative sea level measurements and land motion.
By simulating clock observations at tide gauge locations, a way for globally con-
sistent and accurate tracking of sea level changes has been demonstrated, essential
for understanding the impacts of climate change and supporting coastal resilience
efforts. Clocks, with their remarkable sensitivity to changes in the Earth’s gravity
potential, enable the detection of both tidal and non-tidal mass redistributions.
By capturing cumulative geophysical processes, including solid-earth tides, ocean-
loading tides, pole tides, and non-tidal effects, clock-based measurements can
provide a globally consistent and equipotential-based framework for monitoring
vertical displacements. This capability complements traditional GNSS methods,
eliminating regional discrepancies caused by variations in vertical datums and
offering uniform observations.

Generally, tidal effects were found to be significant, particularly at high-latitude
sites. Simulations revealed amplitudes of up to 10 cm for monthly averaged tidal
effects, underscoring the need to account for these variations in land motion anal-
yses. Similarly, non-tidal mass redistributions contribute substantially to vertical
displacements and must be incorporated for an accurate interpretation of clock-
based observations. By combining clock-derived height changes with relative sea
level data from tide gauges, geoid-based ASL changes were estimated with cm
level accuracy. The analysis, covering the period from 2008 to 2016, revealed
notable spatial variability in ASL trends. Andenes exhibited the highest trend
value of 0.71 ± 0.49 cm/year, while locations such as Ibiza and Newlyn had de-
creasing ASL trends. These variations underline the importance of site-specific
analyses. Additionally, substantial land uplift was observed at high-latitude sites
like Kalix, Andenes, and Reykjavik, highlighting the necessity of accurately mod-
elling vertical land motion to ensure reliable ASL estimates. Long-term trend
analyses confirm an overall increase in ASL, consistent with current global sea
level rise scenarios. The sensitivity of clocks to both mass redistribution and steric
effects allows for the complete capture of sea level changes, analogous to satel-
lite altimetry. Our investigation highlights the enhanced potential achieved by
high-performance atomic clocks, which can resolve land motion with an accuracy
of 1 cm, reaching sub-millimetre precision for long-term trends. This capability
supports the separation of transient events from steady-state processes, providing
deeper insights into the mechanisms driving sea level variability. In conclusion,
the integration of clock-based observations with tide gauge measurements can
establish a novel and robust methodology for ASL monitoring.

Through dedicated simulations and realistic observational scenarios, the versa-
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tility and accuracy of atomic clock networks in advancing geodetic science have
been highlighted in this thesis. Those clocks can revolutionize measurements of
Earth’s dynamic processes, providing a robust framework for sustainable geodetic
practice and addressing critical global challenges.

6.2 Future Research

Future advancements in clock technology and clock-network configurations, in-
cluding further optimization of clock distribution will strengthen their utility in
geodesy. The integration of clock observations into a fully relativistic framework
and addressing challenges in free-space clock links will expand their applicability,
particularly for global-scale comparisons. The selection of an external reference
clock for deriving time-variable signals at sites of interest can be further enhanced
with forward-looking innovations, such as deploying space reference clocks on the
Moon or geostationary satellites. Ultimately, high-performance clocks represent
a promising tool for monitoring temporal signals, fostering innovative approaches
to understanding Earth’s dynamic processes. Further detailed studies can be
conducted assuming 10−19 (and beyond) clocks to enable real-time estimation of
gravity potential variations caused by precursor signals of geophysical processes
(e.g., volcanic eruptions, earthquakes, etc.), facilitating the prediction and possi-
ble mitigation of various catastrophic events.

The flexibility offered by transportable clocks further increases their practical-
ity for real-world implementations, even in regions with limited infrastructure.
Future work should focus on the spatial distribution of clock networks, refining
the handling of time-correlated observations, and exploring hybrid configurations
that combine fixed and transportable clocks with proper links. Future accuracy
will require a thorough study of chronometric reference frames in the context of
general relativity beyond the first post-Newtonian order. There is yet a definition
of generalized geopotential numbers that builds on the so-called redshift potential
that holds to any order. Thus, it has to be analyzed how future, high-accuracy
clock networks have to be described in a fully relativistic framework. Moreover,
chronometric networks regarding, e.g., clock numbers, distribution, positions, and
geometry can be further optimized. By addressing these challenges, clock-based
height unification can play a pivotal role in the development of a consistent global
height reference system, contributing to scientific and societal advancements in
geodesy, hydrology, and climate science. An alternative to height system unifi-
cation is the novel establishment of an international clock-based network with
proper links, a futuristic vision that offers a method for providing consistent
physical heights on a global scale.

As clock technologies continue to advance, their deployment in geophysical and
oceanographic studies promises to redefine the standards for accurate, consistent,
and comprehensive sea level monitoring on a global scale. With proper modelling
and reduction of mass-related effects, steric effects can be estimated from the
clock-based monitoring of total absolute sea level changes. Seasonal or inter-
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6.2 Future Research

annual ASL variations, influenced by ocean heat content and barystatic changes,
were not explicitly modelled in this study but represent a promising direction for
future research.

Machine learning and artificial intelligence (AI) can greatly enhance clock-based
geodetic applications by optimizing clock network design, improving real-time
calibration and synchronization, and enabling advanced data fusion and signal
processing. AI can also aid in detecting anomalies, high-resolution geopotential
mapping and Earth observation, predicting geophysical events like earthquakes
or volcanic eruptions, and refining geoid models for better sea level monitoring
and climate studies. Additionally, these technologies could enhance satellite nav-
igation accuracy, detect subtle space-time variations, and improve the prediction
of long-term trends in sea level rise and other geophysical processes. By integrat-
ing AI, clock-based measurements can become an even more powerful tool for
improving geophysical monitoring and disaster mitigation.
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